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Abstract— Increasing a PLL’s reference frequency offers sig-
nificant performance advantages, but doing so by increasing
the PLL’s crystal oscillator frequency is not a viable option in
many applications. Instead, a frequency doubler can be used
to derive a reference signal with twice the frequency of the
crystal oscillator, but conventional PLLs are highly sensitive
to the crystal oscillator’s duty cycle error in such cases. Prior
solutions to this problem involve calibration techniques which
impose convergence speed versus accuracy tradeoffs. In contrast,
this paper proposes a system modification which makes a PLL
immune to such duty cycle errors without the need for calibra-
tion. The technique is presented and analyzed in the context
of a delta-sigma frequency-to-digital converter (16-FDC) based
PLL. Analysis and behavioral simulations with nonideal circuit
parameters show that the worst-case convergence time is at least
10 times faster than that of the prior techniques. Additionally, the
proposed 16-FDC includes other modifications which improve
its performance relative to comparable prior 16-FDCs.

Index Terms— Background calibration, crystal oscillators, dig-
ital phase-locked loops (PLLs), duty-cycle error, fractional-N
PLL, frequency doubler, frequency-to-digital converter (FDC).

I. INTRODUCTION

PHASE locked loops (PLLs) are critical components in
communication systems, and their performance require-

ments continue to increase as communication system standards
evolve. In particular, the demand for PLLs with sub-100-fs
rms jitter is increasing to enable higher data rates in wireless
and wireline communication systems [1], [2], [3], [4], [5], [6].
Furthermore, reciprocal-mixing requirements in some wireless
applications require PLLs with reference spurs below –80 dBc.

A PLL’s phase noise spectrum usually is dominated by
the phase noise of its controlled oscillator above the PLL’s
bandwidth and by noise from all other circuitry within the
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PLL’s bandwidth.1 The PLL’s in-band phase noise consists of
white and highpass shaped components, that are essentially
sampled at the reference frequency, fref, so doubling fref for
a given PLL bandwidth reduces the contribution to the PLL’s
phase noise of the white and first-order highpass shaped noise
components by 3 dB and 9 dB, respectively [7]. This reduces
the PLL’s jitter by reducing the in-band noise, and makes it
possible to further reduce the jitter by increasing the PLL’s
bandwidth to suppress the controlled oscillator’s phase noise
contribution over the wider bandwidth.

However, a PLL is generally but one component of a
larger system, and its reference frequency is typically derived
from the system’s crystal oscillator. Unfortunately, the crystal
oscillator frequency, fcrystal, is usually dictated by cost and
system-level constraints, so increasing fcrystal is rarely an
option when designing the PLL. Instead, a frequency doubler
(FD), which uses the rising and falling edges of the crystal
oscillator to generate a double-frequency reference signal,
can be used to effectively double fref. The drawback of the
approach is that crystal oscillators typically have duty cycle
errors of 5 to 10% across process, voltage, and temperature
(PVT) variations, and conventional PLLs with FDs are highly
sensitive to such errors [8], [9], [10], [11], [12]. The duty-
cycle error results in large spurs at integer-multiples of fcrystal
and increase the PLL’s jitter.

For example, a PLL with closed-loop bandwidth of 1.5 MHz
with a 20dB/decade roll-off up to 76.8 MHz, a 10 GHz output
frequency, and a 153.6 MHz reference signal from a 76.8 MHz
crystal-oscillator with 5% duty-cycle error followed by an FD
would have a −21.8 dBc spur at 76.8 MHz. This corresponds
to 1.82 ps of jitter, not including any other error sources.
Furthermore, the duty cycle error increases the dynamic range
requirements of several of the PLL’s circuit blocks, which
generally increases their contributions to the PLL’s phase noise
and spurs.

Previously published techniques that address this problem
rely on estimating the duty-cycle error in the analog or digital
domains and canceling it through the crystal oscillator and
FD analog circuitry, as in [13], [14], [15], [16], [17], and [18],
or through the PLL’s multi-modulus divider (MMD) as in [11],
[12], [19], and [20]. However, these techniques are subject
to a fundamental trade-off between convergence speed and
accuracy. To sufficiently reduce noise, the error estimation
circuitry must have a small bandwidth, which leads to long

1The controlled oscillator is a digitally-controlled oscillator in the case of a
digital PLL and a voltage-controlled oscillator in the case of an analog PLL.
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convergence times. This tradeoff becomes more severe as the
PLL’s targeted jitter performance is improved.

A reference frequency-doubling (RFD) technique is pre-
sented in this paper which is immune to crystal oscillator
duty-cycle error, so it is not subject to the speed-accuracy
tradeoff of the prior solutions. It is presented and analyzed
in the context of a delta-sigma frequency-to-digital converter
(16-FDC) based PLL configured to achieve 75 fs rms jit-
ter. Behavioral simulations with nonideal circuit parameters
extracted from simulations of transistor-level PLL circuit
blocks implemented in Global Foundries 22FDX 22 nm
CMOS technology show that the worst-case convergence
time is 412 reference cycles. This is at least 10× faster
than that of the prior art with comparable initial duty-cycle
errors and jitter. The presented 16-FDC also includes a
modified gain calibration technique and achieves reduced PFD
and ADC spans after locking relative to comparable prior
16-FDCs [21], [22].

II. REFERENCE FREQUENCY-DOUBLING IN PLLS

Fig. 1(a) shows a top-level block diagram of a generic
fractional-N digital PLL where the reference signal, vref(t),
is generated by an FD, so the reference frequency, fref,
is double that of the crystal frequency, fcrystal. The PLL is
designed to generate a periodic output waveform, vPLL(t),
with frequency fPLL = (N + α) fref where N is a positive
integer and −1/2 ≤ α ≤ 1/2. It consists of a phase-error to
digital converter (PEDC), a digital loop filter (DLF), and a
digitally controlled oscillator (DCO). The PEDC output, p[n],
is a quantized measure of the PLL’s phase error and the DCO’s
frequency control sequence, d[n], is a lowpass filtered version
of p[n].

The PEDC in many digital PLLs incorporates an MMD and
a PFD as in Fig. 1(b). The nth and (n+1)th rising edges of the
MMD output, vdiv(t), are separated by N −v[n] DCO periods,
where v[n] is an integer-valued sequence generated within the
PEDC. The PFD output pulse width, which is equal to the
time-difference between the rising edges of vref(t) and vdiv(t),
is measured and quantized by the phase-error measurement
and quantization (PEMQ) circuitry. The sequence v[n] can be
generated by a digital re-quantizer such as in [23], [24], [25],
and [26] or by linearly filtering p[n] as in [21], [27], [28],
[29], and [30]. In each case, the PLL settles such that the
mean of v[n] is −α, so the PLL’s mean output frequency is
(N + α) fref.

Fig. 1(c) shows the details of a widely-used FD. It consists
of an inverter-based delay-line and an XOR-gate arranged
such that both the rising and falling edges of its input signal,
vcrystal(t), cause rising edges in its output signal, vref(t).
Usually, it is mainly the white portion of the phase noise of a
crystal oscillator that contributes to a PLL’s output phase noise
as the crystal’s high quality factor relegates other noise to a
very low bandwidth. In addition, crystal oscillators typically
include squaring-up buffers, which sharpen the oscillator’s
output edges to reduce the jitter added by subsequent cir-
cuitry [31]. Consequently, to the extent that the FD is ideal,
the jitter of vref(t) is well-modeled as a white sequence and,
as shown in [31], the phase noise power spectral density (PSD)

Fig. 1. (a) Generic fractional-N digital PLL using a reference
frequency-doubler, (b) general form of commonly used PEDCs that use MMD,
and (c) XOR-based frequency-doubler and associated waveforms.

of vref(t) in this case is 3 dB higher than that of vcrystal(t). Had
the FD not been used in the system of Fig. 1, both N and α
would have had to be doubled to achieve the same PLL output
frequency, and as the PLL’s phase noise transfer function from
vref(t) is scaled by (N + α)2, it follows that the FD provides
a net 3 dB reduction in the crystal oscillator’s contribution to
the PLL’s phase noise.

The FD also reduces the PEDC’s contribution to the PLL’s
phase noise. The PEDC’s measurement noise is a combination
of white and highpass shaped components, depending on the
PEDC’s design. As the noise components are essentially sam-
pled at a rate of fref, doubling fref for a given PLL bandwidth
reduces the contribution to the PLL’s output phase noise of all
white and first-order highpass shaped noise components by
3 dB and 9 dB, respectively [7].

Unfortunately, practical FDs, including that shown in
Fig. 1(c), introduce deterministic jitter when the duty cycle
of vcrystal(t) is not exactly 50%, and conventional PLLs are
highly sensitive to such jitter. If the crystal oscillator’s duty
cycle were exactly 50%, the time of the nth rising edge of
vref(t) could be written as tn = nTref – jref[n], where jref[n]
is the reference signal’s jitter [31]. As illustrated in Fig. 1(c),
when the duty-cycle of vcrystal(t) deviates from 50%, the tn
values are further displaced relative to their ideal values by an
alternating error sequence, i.e.,

tn = nTref − jref[n] + de[n], (1)

where

de[n] = 1T (−1)n with 1T =

(
D

100
− 0.5

)
Tref, (2)

and D is the crystal oscillator’s duty cycle in percent. In prac-
tical crystal oscillators, D typically deviates from its ideal
value of 50% by anywhere between 5 and 10 percentage points
across PVT variations [8], [9], [10], [11], [12].

In a conventional PLL, such duty cycle errors deteriorate the
performance of the PEDC circuitry and introduce a large fref/2
spur at the PLL’s output. As p[n] is a quantized measure of
the time-difference between the rising edges of vref(t) and
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Fig. 2. High-level block diagram of a generic fractional-N digital PLL with the proposed reference frequency-doubling scheme.

vdiv(t), it contains a term proportional to de[n] which causes
the above-mentioned fref/2 spur. The fref/2 spur could be
perfectly removed via a digital notch filter, but this would
not eliminate the presence of de[n] at the PEMQ’s input. For
typical values of D, de[n] is much larger than jref[n] in (1),
so the need to accommodate de[n] drastically increases the
dynamic range, linearity, and noise performance required of
the PEMQ.

For example, suppose a 76.8 MHz crystal oscillator with
5% duty-cycle error is used in a PLL to generate a 10 GHz
output waveform, and v[n] is generated by a second-order
delta-sigma modulator. In the absence of duty-cycle error, the
PFD’s output nominal span is 2TPLL [32]. It can be deduced
from (1) and (2) that a 5% duty-cycle error increases the PFD
output span by a factor of 4.25. In a TDC-based PLL, such
as presented in [23], this would require two additional bits
of TDC dynamic range which would typically quadruple the
TDC’s power consumption. An increase in the TDC’s dynamic
range would also degrade the TDC’s linearity and, hence, the
PLL’s spurious tone performance. In a bang-bang PLL, such
as presented in [24], the alternating de[n] error would push the
bang-bang phase-detector far away from its optimal operating
point and the PLL may even fail to lock as the bang-bang
phase detector’s effective gain would be very small [11], [33].
In a charge-pump (CP) FDC-based PLL, such as presented
in [21], the increase in the PFD output span would increase the
thermal and flicker CP noise contributions by approximately
6.3 and 12.6 dB, respectively. For a 100 fs rms jitter PLL
design with a CP jitter contribution of 50 fs, the increase in
the CP’s white component alone would increase the PLL’s
jitter by 35%.

To enable high-performance PLLs with sub-100 fs rms jitter,
spurious tones at fref/2 and its multiples below −80 dBc, and
practical PEMQ performance requirements, either a scheme to
reduce D or a scheme to cancel de[n] prior to the PEMQ must
be employed.

III. PROPOSED RFD TECHNIQUE
QUALITATIVE DESCRIPTION

Fig. 2 shows a top-level block diagram of the proposed
scheme. It is a modified version of the system of Fig. 1 in
which the PEDC includes an fref/2 resonator in its forward
path, there is an fref/2 notch filter between the PEDC and the
DLF, and the MMD control word, v[n], is generated by adding
−α to a digitally filtered version of p[n] and re-quantizing
the result. The transfer function, F(z), of the filter applied
to p[n], and the transfer function of the fref/2 resonator are
designed such that p[n] is a measure of the PLL’s phase-error

as in conventional digital PLL architectures, and such that the
PEDC is stable.

The proposed technique can be understood qualitatively as
follows. The resonator has an infinite gain at fref/2, so any
fref/2 spur at its input would cause its output to grow without
bound. However, as the system is stable by design, the output
of the resonator must be bounded, so its input must not contain
an fref/2 tone. The PEMQ circuitry does not introduce a zero at
fref/2 by design, so it follows that the PFD’s output must also
be free of any fref/2 spur. Consequently, the system must settle
such that the times of the MMD rising edges, defined as τn
for n = 0, 1, 2, . . . , contain a component that is exactly equal
to the duty-cycle error sequence, de[n], in the reference path,
which implies that de[n] is perfectly canceled at the PFD’s
output.

For the MMD output edges to contain a component equal
to de[n], p[n] must contain a term proportional to de[n]. The
fref/2 notch filter following the PEDC removes this term,
thereby preventing it from causing an fref/2 spur in the PLL’s
output waveform. The effects of the notch filter on the PLL’s
noise performance and loop dynamics are negligible because
the PLL’s loop bandwidth is generally much smaller than fref
[32].

As proven in the next section, the proposed technique is
free of convergence bias and, in contrast to the techniques
presented in [11], [12], [18], [19], and [20], is not subject to the
fundamental LMS loop speed-accuracy tradeoff. Furthermore,
the PFD outputs only depend on the rising edges of vref(t),
so jitter on the falling edges of vref(t), which arises primarily
from noise introduced by the FD’s inverter-based delay chain
(Fig. 1(c)), does not degrade the PLL’s phase noise. Therefore,
in contrast to the techniques presented in [13], [14], [15], [16],
and [17], there is no additional noise or power consumption
penalty associated with adding delay lines in the reference
signal path.

If de[n] were measured in the analog domain or if the
divider or reference edges were shifted in the analog domain
by controlling a delay line, the technique would be subject
to inaccuracies from nonideal analog circuit behavior. Instead,
the proposed technique avoids such inaccuracies by canceling
de[n] precisely with a digital-domain feedback path through
the MMD via v[n]. In principle, the technique can be applied
to any digital PLL of the form shown in Fig. 1 by adding
such a feedback path through the MMD input, v[n]. However,
FDC-PLLs already contain a feedback path through the MMD
to which the technique can be added, so applying the technique
to an FDC-PLL requires fewer modifications than applying it
to other types of PLLs [21], [27], [29].
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Fig. 3. Block diagram of the proposed FDC-PLL: (a) PLL top-level block diagram, (b) second-order 16-FDC block diagram, and (c) coarse-quantizer, QC,
implementation details.

IV. PROPOSED FDC-PLL ARCHITECTURE

A. System Description

Fig. 3(a) shows a top-level block diagram of the proposed
FDC-PLL architecture. It has the form of the generic digital
PLL in Fig. 1(a), but the PEDC is implemented as a cascade of
a second-order 16-FDC and an accumulator, as in [21], [27],
and [29], and a 1+z−1 block precedes the DLF. As explained
shortly, the 16-FDC is also modified relative to prior
16-FDCs to incorporate the RFD technique described quali-
tatively in Section III.

As proven in Section IV-B and Appendix A, the 16-FDC’s
output, r [n], is a measure of the PLL’s frequency error plus a
component proportional to de[n]−de[n − 1]. The accumulator
following the 16-FDC performs frequency-to-phase conver-
sion, so its output, p[n], contains terms proportional to the
PLL’s phase-error and de[n]. The subsequent 1+z−1 block
prior to the DLF plays the role of the notch filter in Fig. 2 as it
has a zero at fref/2. The output of the DLF, d[n], is latched into
the DCO on each rising edge of vref(t) such that the DCO’s
instantaneous frequency during each time interval tn ≤ t <
tn+1 is

fPLL(t) = fc + KDCOd[n − 1] + ψDCO(t), (3)

where fc is the nominal center frequency of the DCO in Hz,
KDCO is the DCO gain in Hz, and ψDCO(t) is the DCO’s
instantaneous frequency error in Hz [21].

The proposed 16-FDC shown in Fig. 3(b) is an extension
of those presented in [21] and [22] that includes the proposed
RFD technique. It also includes a modified gain calibration
technique, as explained in Section IV-D, and achieves reduced
PFD and ADC spans after locking relative to prior 16-FDCs,
as explained in Section IV-E. The 16-FDC consists of an
MMD, a PFD, a CP, an ADC, and a 16-FDC digital block.
The 1/(1+z−1)2 and z−1(2−z−2) transfer functions in the
16-FDC’s digital block play the roles of the fref/2 resonator
and F(z) shown in Fig. 2, respectively.

The PFD and CP are comparable to those in analog
PLLs [32]. Ideally, during the nth reference period, the PFD
causes the CP to output a current pulse with a width of

|τn− tn|, and nominal amplitudes of ICP when tn < τn and
–ICP when τn < tn , where τn as the time of the nth rising
edge of vdiv(t) and, as mentioned previously, tn is the time of
the nth rising edge of vref(t). The CP current is integrated by
the capacitor, C , so each CP output pulse ideally changes the
voltage across the capacitor by ICP(τn − tn)/C volts.

As in prior 16-FDCs, the integer-valued MMD control
sequence, v[n], is generated as part of the feedback loop within
the 16-FDC. It is a quantized version of rF[n]–α, where rF[n]
is the result of filtering the output of the 16-FDC by F(z) as
shown in Fig. 3(b). The quantization is performed by the block
labeled QC, which is an implementation of the second-order
digital 16 modulator shown in Fig. 3(c).

The 16-FDC’s B-bit ADC samples the CP output voltage
at the rising edges of vsamp(t), which is a delayed version
of vref(t). The ADC’s output, a[n], is interpreted as a fixed-
point two’s complement number with B–F and F integer and
fractional bits, respectively. Each integer step of the ADC
output corresponds to an ADC input step of 1 volts, so the
ADC output sequence is interpreted as having a minimum
step-size of 2−F1 and an integer step-size of 1.

The ADC’s output is multiplied by the FDC’s gain calibra-
tion loop output, ĝ[n], and the sequence eqc[n–1] is added to
the result to cancel quantization error introduced by QC that
would otherwise degrade the PLL’s phase noise. As explained
in Section IV-E, an additional benefit of this quantization-error
cancellation (QNC) technique is that it reduces the PFD and
ADC spans compared to those in [21] when the PLL is locked.

The multiplication by ĝ[n] corrects for gain error incurred in
the 16-FDC’s forward path such as can result from deviations
of ICP, C, and 1 from their nominal values. As explained
in [21], 16-FDCs are not generally sensitive to such gain
errors in terms of their input-output transfer functions. How-
ever, for a low-jitter PLL, the gain error must be low enough
for QNC to sufficiently suppress eqc[n]. For instance, in the
PLL design example presented in Section V, the gain error
must be 1% or less for the leaked component of eqc[n] at
the PLL’s output to be at least 10 dB lower than any other
noise source so as to negligibly degrade the PLL’s phase
noise.
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Fig. 4. (a) Linearized model of the proposed 16-FDC where ĝ[n] is approximated as a constant, ĝFDC, and (b) FDC gain calibration behavioral model.

The FDC Gain Calibration block together with the ĝ[n] mul-
tiplier and QNC adder implement a sign-LMS-like loop with
loop gain K , reference sequence eqc[n], and error sequence
c[n]. The FDC gain calibration technique can be qualitatively
understood as follows. If ĝ[n] is larger or smaller than its
ideal value, then eqc[n] is not perfectly canceled at the QNC
adder and c[n] contains a term proportional to −eqc[n − 1]
or eqc[n − 1], respectively. The FDC Gain Calibration block
multiplies c[n] by the sign of eqc[n − 1] and accumulates the
result, so the term proportional to −eqc[n −1] or eqc[n −1] in
c[n] respectively decreases or increases the accumulator output
by |eqc[n−1]|. As all other terms in c[n] have zero-mean, this
causes ĝ[n] to be reduced or increased until ĝ[n] reaches its
ideal value aside from zero-mean fluctuations caused by noise.
As with other LMS-like loops, reducing the magnitude of the
loop gain, K , reduces the noise fluctuations at the expense of
convergence rate.

B. 16-FDC Linearized Model
As proven in Appendix A, the proposed 16-FDC has a

linearized model as shown in Fig. 4(a) for the case where the
FDC gain calibration loop has converged such that ĝ[n] can be
approximated as a constant value, ĝFDC. In Fig. 4(a), θref[n]
is the reference phase noise, in cycles, at time tn , θPLL[n]
is the PLL’s phase noise, in cycles, at time τn , and eCP[n]
and eADC[n] represent error introduced by the CP and ADC,
respectively.

The nominal values of ICP, C, and 1 are chosen to satisfy
TPLL ICP/C1 = 1, because, as can be deduced from Fig. 4(a),
this with ĝFDC = 1 causes the contribution of eADC[n] to r [n]
to have the desired second-order highpass spectral shape, and
causes the adder with output c[n] to perfectly cancel eqc[n–1]
in r [n]. In practice, however, ICP, C, and 1, deviate from their
nominal values, so, as explained in Section IV-D, the output
of the FDC’s gain calibration loop converges such that the
16-FDC’s forward path gain is unity, i.e.,

TPLL
ICP

C
1
1

ĝFDC = 1. (4)

Fig. 4(a) and (4) imply that the 16-FDC’s output is

r [n] = − (θPLL[n] − θPLL[n − 1])+ eFDC[n] − eFDC[n − 1]

+ fPLL (de[n] − de[n − 1]) , (5)

where

eFDC[n] = (N + α)θref[n] +
ĝFDC

1
eCP[n]

+ ĝFDC (eADC[n] − eADC[n − 1]) (6)

represents error introduced by the reference signal and the
16-FDC. As shown in Fig. 3(a), r [n] is accumulated to
generate p[n], so (5) implies

p[n] = −θPLL[n] + eFDC[n] + fPLLde[n]. (7)

As in prior CP-based FDC-PLLs, p[n] contains a compo-
nent proportional to the PLL’s phase error, −θPLL[n], and a
first-order highpass shaped component corresponding to the
ADC’s error. The error introduced by the CP and reference
oscillator circuitry (including the FD) are unshaped, and the
de[n] component in p[n] is canceled prior to the DLF by the 1
+ z−1 block in Fig. 3.

It follows from Fig. 4(a) that the transfer function from
de[n] to u[n], where u[n] is defined as τn – tn , is

(1 − z−1)2(1 + z−1)2. (8)

Hence, the transfer function from de[n] to u[n] has a pair
of zeros at z = −1, so de[n], which is proportional to
(−1)n , does not appear at the PFD’s output, which proves
the corresponding result presented and explained qualitatively
in Section III.

Although the FDC gain calibration loop provides the benefit
outlined in Section IV-A, it is not necessary for the RFD
technique to function properly. If the 16-FDC’s loop gain
is left uncalibrated such that

TPLL
ICP

C
1
1

ĝFDC = 1 + g, (9)

where g is the gain-error, it follows from Fig. 4(a) and (4)
that the transfer function from de[n] to u[n] becomes:

(1 − z−1)2(1 + z−1)2

1 + 2gz−2 − gz−4 . (10)

Therefore, the transfer function has a pair of zeros at z = −1
like (8), so de[n] does not appear at the PFD’s output even
when the 16-FDC has a gain error.

The gain error does introduce poles, though, which slightly
increases the initial de[n] settling time. After a cold-start,
the PLL’s dynamics are nonlinear so the linearized model of
Fig. 4(a) does not apply and the 16-FDC’s gain error has
little effect. Once all analog nodes and digital registers stop
clipping and remain within their linear operating regions, the
16-FDC linearized model becomes applicable and (10) can
be used to evaluate the settling of the de[n] component of u[n].
Without loss of generality, suppose the 16-FDC linearized
model becomes applicable at n = 0. Convolving de[n] with
the inverse z-transform of (10) shows that the component of
u[n] corresponding to de[n] is

hde[n] =
1T

p1 − p2

{
(p1 − 1) pn/2

1 − (p2 − 1) pn/2
2

}
, if n is even,

−hde[n − 1], otherwise,

(11)

for n = 0, 1, 2, . . . , and

p1,2 = −g ±

√
g2 + g. (12)
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For gain errors bounded in magnitude by 20% (i.e., |g| <

0.2), (11) implies that hde[n] decays with time and its magni-
tude becomes equivalent to a duty-cycle error less than 0.005%
in at most 22 reference cycles. For the PLL parameters used
in the design presented in Section V, this level corresponds
to an fref/2 spur less than −80 dBc and adds less than 0.5%
to the CP and ADC nominal spans. Even for a gain error of
30%, which is far larger than would be expected in practice,
a residual duty-cycle error of 0.005% is reached in 102 ref-
erence cycles. Provided −1 < g < 1/3, which corresponds to
an uncalibrated 16-FDC loop gain error between −100% and
33%, a range far more than expected in practice, (11) and (12)
imply that hde[n] converges to zero as n → ∞, independent
of other PLL parameters.

C. PLL Linearized Phase Noise Model
When the PLL is locked, its ideal output frequency is (N +

α) fref, so it follows from (3) that the DCO input sequence can
be written as d[n] = [(N +α) fref − fc]/KDCO + f [n], where
f [n] is the component of d[n] arising from noise. This with (3)
implies that during each time interval tn ≤ t < tn+1, the PLL’s
instantaneous frequency error in Hz can be expressed as

ψPLL(t) = KDCO f [n − 1] + ψDCO(t). (13)

Phase is the integral of frequency, so integrating (13) from
t0 to t , for tn ≤ t < tn+1 with n ≥ 0 gives

θPLL(t) = θDCO(t)+ KDCO (t − tn) f [n − 1]

+ KDCO

n−2∑
k=−1

(tk+2 − tk+1) f [k], (14)

where it has been assumed without loss of generality that
θPLL(t0) = 0 and θDCO(t0) = 0. Typical reference oscillators
have high spectral purity, so (1) implies

tk+2 − tk+1 ∼= Tref +1T (−1)n . (15)

Substituting this into (14) gives

θPLL(t) ∼= θDCO(t)+ KDCO (t − tn) f [n − 1]

+ θloop[n] + KDCO1T
n−2∑

k=−1

(−1)k f [k], (16)

where

θloop[n] = KDCOTref

n−2∑
k=−1

f [k]. (17)

The bandwidth of a PLL is generally much smaller than fref
and |τn− tn| is less than a few DCO periods, so

θPLL(τn) ∼= θPLL(tn). (18)

Therefore, (16) implies

θPLL[n] ∼= θDCO[n] + θloop[n] + KDCO1T
n−2∑

k=−1

(−1)k f [k],

(19)

where θDCO[n] = θDCO(tn) and θPLL[n] = θPLL(tn).

Fig. 5. PLL LTV phase noise model.

Fig. 6. Magnitude responses of (a) C(ω), (b) Ca(ω), and (c) Herr( jω).
Dashed (solid) lines correspond a PLL bandwidth of 280 kHz (1.3 MHz).
The 5% and 30% duty-cycle error curves coincide in (a).

Equations (16) and (19) are linear equations, but they are not
time-invariant when the crystal oscillator has a non-50% duty
cycle because of the (−1)k f [n] terms. As shown in Appendix
B, they give rise to the linear time-varying (LTV) PLL phase
noise model shown in Fig. 5, where L(z) is the transfer
function from p[n] to d[n] in Fig. 3(a), each FOH block
is a first-order hold (FOH) interpolator, and the expressions
for Herr( jω) and Ha

err( jω) are given in Appendix B. If the
duty cycle of the crystal oscillator were exactly 50%, then
Herr( jω) and Ha

err( jω) would equal 1 and 0, respectively, and
the phase noise model would reduce to the LTI phase noise
model presented in [21] despite the modifications of the PLL
presented in this paper.

The output of each FOH interpolator is a continuous-time
waveform given by

∞∑
n=0

s[n]htri (t − nTref − t0), (20)

where

htri(t) =

{
1 − |t |

/
Tref, if |t | < Tref,

0, otherwise,
(21)

and s[n] is a dummy variable which represents the FOH
interpolator’s input sequence. The continuous-time Fourier
transform (CTFT) of (20) is

Tref H (ω) S
(

e jωTref
)
,where H(ω)=

[
sin

(
ωTref

/
2
)

ωTref
/

2

]2

, (22)

and S(e jωT ref) is the discrete-time Fourier transform (DTFT)
of s[n] [34]. Therefore, the CTFT of the sum of Herr( jω) and
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Ha
err( jω) outputs in Fig. 5 is

X
(

e jωTref
)

C (ω)+ X
(

e j(ωTref−π)
)

Ca (ω) , (23)

where X(z) is the z-transform of x[n] = −θDCO[n] + eFDC[n],

C (ω) = TrefG
(

e jωTref
)

H (ω) Herr ( jω) , (24)

Ca (ω) = TrefG
(

e j(ωTref−π)
)

H (ω) Ha
err ( jω) , (25)

G(z) =
T (z)

1 + T (z)
, and T (z) = z−2L(z)

KDCOTref

1 − z−1 . (26)

Figures 6(a) and 6(b) show the magnitudes in dB of C(ω)
and Ca(ω) versus frequency in Hz for the PLL design example
presented in Section V with loop bandwidths of 280 kHz and
1.3 MHz. The results imply that the Ha

err( jω) path in the
phase noise model has little effect for the design example. The
reason is that Ha

err( jω) is highly attenuated over the bandwidth
of its input signal. Furthermore, as illustrated in Fig. 6(c),
Herr( jω) ∼= 1 to a high degree of accuracy for the design
example up to frequencies well past the PLL’s bandwidth.
Consequently, the phase noise model is well-approximated for
the design example by the system of Fig. 5 with Herr( jω) =

1 and the Ha
err( jω) path neglected.

To the extent that the PLL’s noise sources can be modeled
as uncorrelated zero-mean wide-sense stationary random pro-
cesses, it follows that the PSD of θPLL(t) is the superposition
of the PSDs of the individual sources. Hence, the two-sided
PSD of θPLL(t) is:

SθPLL( f ) = SθPLL( f )
∣∣
ref + SθPLL( f )

∣∣
CP

+ SθPLL( f )
∣∣
ADC + SθPLL( f )

∣∣
DCO , (27)

where the terms on the right hand side of (27) are the
two-sided PSDs of the reference source, CP, ADC, and DCO
noise contributions to the PLL’s output. Following the same
reasoning in [21], Table I summarizes the contribution of the
different sources above for the PLL phase noise model with
Herr( jω) = 1 and Ha

err( jω) = 0.

D. 16-FDC Gain Calibration Details

Fig. 4(b) shows the portion of the 16-FDC’s behavioral
model connecting the ADC’s output, a[n], and the resonator’s
input, c[n], with the FDC gain calibration loop details added.
As explained in Sections IV-A and IV-B, the objective of the
FDC gain calibration loop is to cause ĝ[n] to converge to a
constant, ĝFDC, aside from zero-mean error, that satisfies (4).
Therefore, (4) implies that ĝ[n] can be written as

ĝ[n] =
1
A

+ ε[n],with A = TPLL
ICP

C
1
1
, (28)

where ε[n] is the FDC gain calibration error.
It follows from Fig. 4(b) that ĝ[n] = ĝ[n − 1] + Ks[n − 1],

so (28) implies

ε[n] = ε[n − 1] + K s[n − 1]. (29)

This and the linearity of the expectation operator implies

ε̄[n] = ε̄[n − 1] + K s̄[n − 1], (30)

TABLE I

CONTRIBUTION OF DIFFERENT NOISE SOURCES† TO THE PLL’S OUTPUT

where s̄[n] and ε̄[n] are the expectations of s[n] and ε[n],
respectively. To the extent that the gain-error does not deteri-
orate the self-dithering property of delta-sigma modulators to
a great extent, eqc[n] is well-approximated as independent of
all other random variables and uniformly distributed between
–1/2 and 1/2. A nearly identical analysis to that presented
in [35] shows that

s̄[n] = −Aε̄[n] · E
{∣∣eqc[n − 1]

∣∣} . (31)

The uniform distribution of eqc[n] between –1/2 and 1/2
implies that |eqc[n]| is uniformly distributed between 0 and
1/2, so it follows that

ε̄[n] = ε̄[n − 1]

(
1 −

AK
4

)
. (32)

Recursively substituting (32) in itself yields

ε̄[n] ∼= ε[0]

(
1 −

AK
4

)n

, (33)

Hence, ε̄[n] converges to zero, so ĝ[n] converges to ĝFDC aside
from zero-mean error, as n → ∞, provided 0 < K < 4/A.

As with any LMS-like loop, the FDC gain calibration
technique is subject to a convergence speed versus accuracy
trade-off; increasing K increases the convergence rate, but it
also increases the power of ε[n]. However, as implied by the
signal processing operations shown in Fig. 3, the contribution
of ε[n] to the PEDC output, p[n], is ε[n]−ε[n − 1], so the
FDC gain calibration error is subjected to first-order highpass
shaping. This reduces its contribution to the PLL phase noise,
thereby relaxing the convergence rate versus accuracy trade-
off relative to the FDC gain calibration technique presented
in [35].

E. Additional 16-FDC Properties

In prior CP-based 16-FDCs, such as those presented
in [21] and [22], the v[n] input to the MMD is 2y[n]−y[n−1],
where y[n] denotes the integer portion of the output of either
the ADC or, if FDC gain calibration is implemented, the FDC
gain calibration multiplier following the ADC. Ideally, the
time at which the CP output pulse terminates during the nth
reference period is the larger of tn and τn , but, in practice, the
CP takes time to settle and the ADC then takes time to perform
a conversion, so y[n] is not available until well after the start
of the reference period. Once y[n] is available, v[n] must be
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computed and loaded into the MMD early enough that the
time of the MMD’s next rising output edge, τn+1, is N −v[n]
DCO periods after that of the MMD’s prior rising output edge,
τn . These timing constraints can be tight, especially for high
reference frequencies.

In contrast, the proposed 16-FDC (Fig. 3(b)) has an extra
reference period delay between the ADC output and v[n]
relative to prior CP-based 16-FDCs because of the delay
through F(z). Although the QNC adder, resonator, and F(z)
block represent more digital operations than are needed to
just compute 2y[n]−y[n − 1] in prior 16-FDCs, they can be
performed in a small fraction of a reference period in typical
CMOS technology, so the timing constraints of the proposed
16-FDC are significantly more relaxed than those of prior
CP-based 16-FDCs.

However, the extra feedback delay through F(z) causes
the proposed 16-FDC to have a smaller maximum input
frequency range than that of prior CP-based 16-FDCs with
the same ADC. This is because the deviation of the average
DCO frequency per reference period relative to its ideal value
of (N + α) fref affects the ADC output through a transfer
function of (1+z−1)2/ fref in the proposed 16-FDC but of
just 1/ fref in prior CP-based FDCs. The issue mainly affects
the PLL during the locking process because, once the PLL’s
output frequency has converged to (N+α) fref, the ADC output
sequence is dominated by coarse quantization error from QC,
the span of which is not affected by the extra delay in F(z).
Therefore, the required ADC span is higher while the PLL
locks than it is once the PLL finishes locking. In the design
example presented in the next section, this issue is addressed
via a SAR ADC that provides 7 bits of resolution while the
PLL locks and then reduces its resolution to 6 bits to save
power once the PLL has locked.

In contrast, three other modifications of the proposed
16-FDC—performing QNC within the 16-FDC, and sub-
tracting α and performing the QC quantization within the
16-FDC’s feedback path—act to relax the required ADC
input range compared to prior CP-based 16-FDCs. They
do so by reducing the contribution of coarse quantization
error, eqc[n], to the ADC’s input, which makes the biggest
difference after the PLL locks when the ADC span is dom-
inated by eqc[n]. Fig. 3(c) implies that |eqc[n]| ≤ 1/2, and
Fig. 4(a) implies that the transfer function from eqc[n] to the
ADC’s input is nominally z−1, so the ADC in the proposed
16-FDC requires only one integer ADC step to accommodate
coarse quantization error. In contrast, each of the 16-FDC’s
presented in [21] and [22] require three integer ADC steps
to accommodate coarse quantization error. For example, the
16-FDCs in [21] and [22] each require a total input range of
4 integer ADC steps to achieve a frequency acquisition range
of fref, whereas the proposed 16-FDC requires total input
ranges of 5 and 1.25 integer ADC steps before and after the
PLL locks, respectively.

Similar reasoning shows that the modifications also reduce
the average duration of the CP output pulses relative to prior
CP-based 16-FDCs. In the proposed 16-FDC, the average
CP pulse duration is reduced by a factor of 2.6 relative to
prior CP-based 16-FDCs. This corresponds to a reduction in

TABLE II
PLL DESIGN PARAMETERS USED FOR THE BEHAVIORAL SIMULATIONS

the CP’s thermal and flicker noise contributions to the PLL’s
phase noise by 4.1 dB and 8.2 dB, respectively [32]. The
thermal noise reduction alone reduces the CP’s contribution
to the PLL’s jitter by 37% for a given PLL bandwidth and
output frequency.

V. PLL DESIGN EXAMPLE

The design example of the proposed PLL presented in
this section has fcrystal = 76.8 MHz, fPLL = 9.984 GHz,
and an RMS output jitter of 75 fs. Table II presents the
relevant design parameters and noise contributions.2 The noise
contributions and other nonideal circuit behavior, such as CP
nonlinearity and component mismatches, were determined via
Cadence Spectre simulations of FD, CP, and DCO circuits
implemented in the Global Foundries 22-nm CMOS 22FDX
process. Parameters that describe the nonideal circuit behavior
were extracted from the transistor-level simulations and back-
annotated into a custom, C-language, event-driven, bit-exact,
behavioral simulator along the lines of those described in [27],
[30], [35], and [38]. The events modeled by the behavioral
simulator are the rising and falling edges of the crystal
oscillator, FD, MMD, PFD and DCO.

To capture the CP’s nonlinear behavior, the CP’s transistor-
level simulated output voltages versus the expected range
of PFD output pulse-widths in increments of 1 ps were
back-annotated into a look-up table (LUT), which the behav-
ioral simulator uses to calculate each CP output voltage via
piecewise linear interpolation between adjacent LUT points.
The transistor-level simulation testbench included realistic
models for the supply network (including the supply source
impedance, routing traces, bond-wires, and decoupling capac-

2Table II does not include PFD or MMD circuit noise contributions as they
are negligible relative to those of the PLL’s other noise sources by design.
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Fig. 7. PLL phase noise power spectra with 8% crystal oscillator duty-cycle
error and RFD technique enabled.

Fig. 8. Histogram of Nnon-lin for 10000 PLL runs with random initial
conditions.

itors) to capture the effect of the PFD transitions on the power
supply shared with the CP.

The 16-FDC’s CP circuit uses a current-steering topology
with cascode nMOS and pMOS current sources and incorpo-
rates an offset-current linearization technique [32], [36]. Its
pMOS current source plays the role of the offset current,
thereby drawing a fixed amount of charge from the supply each
reference cycle, which reduces potential coupling through the
supply network. Fast CP settling, enabled by the CP’s current
steering topology, allowed for the use of a relatively short
400 ps offset current pulse which helped reduce the CP noise.
Simulations predict that 400 ps pulse width is sufficient for
supply ripples to not significantly degrade the linearity of the
PFD/CP combination.

Simulations suggest that the CP’s average leakage current
over a reference cycle is approximately −85 nA. However,
the PLL is not sensitive to CP leakage current in general.
As explained in Section II, the crystal oscillator’s duty cycle
error causes the time between the reference edges to alternate
between two values. Therefore, CP leakage current can be
well modeled as causing the voltage sampled by the ADC to
contain an error sequence which takes on one of two different
values depending on whether the reference period index is
even or odd. As this error has the same effect on the PLL as
an alternating sequence injected at the PFD/CP interface, it is
canceled by the proposed RFD technique in the same manner
that the crystal oscillator duty-cycle error is canceled.

The 16-FDC’s ADC is a 7-bit asynchronous SAR ADC
with 2 integer bits and 5 factional bits. The corresponding
frequency acquisition range of the 16-FDC is 30 MHz, which
transistor-level simulations suggest is more than sufficient to
cover temperature and flicker-noise induced DCO frequency

TABLE III
DUTY-CYCLE ERROR CANCELLATION TECHNIQUES COMPARISON

Fig. 9. FDC gain calibration error sequence, E{ε[n]}.

drifts. The standard deviation of the unit capacitor random
mismatch is set to two percent in the behavioral model, based
on Monte Carlo simulations in Spectre. After locking, the
input range of the ADC is such that only 1 integer bit is
required as explained in Section IV-E, so the ADC resolution is
reduced to 6 bits to save power. Behavioral simulations suggest
that a comparator metastability rate of 0.01% is sufficient to
not significantly degrade the PLL’s performance, which is not
difficult to satisfy in practice [37].

All digital operations performed by the behavioral simulator
are bit-exact. The bus widths of α, eqc[n], r [n], v[n], p[n], and
d[n] are 18, 18, 20, 7, 19, and 16 bits respectively. The FDC
gain calibration accumulator has a bus width of 25 bits, which
is truncated to 15-bits to generate ĝ[n]. The DLF consists of
a conventional proportional-integral stage, and one single-pole
IIR stage [19], [29], [38]. The transfer function from p[n] to
d[n] is given by:

L(z) =

(
1 + z−1

) (
K P + K I

z−1

1 − z−1

) (
1 − λ

1 − λz−1

)
, (34)

where K P and K I are the proportional and integral path gains,
respectively, λ is the pole of the IIR stage, and the 1+z−1

factor represents the fref/2 notch filter.
Fig. 7 shows the PLL’s various phase noise spectra for a

scenario where the crystal oscillator’s duty-cycle error was
set to 8% and the proposed RFD technique enabled. The
fractional spurs at integer multiples of 120.56 kHz are from CP
nonlinearity. Their total power is just under −56 dBc and their
presence increases the jitter from 66 fs to 75 fs. Additional
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Fig. 10. Linearized behavioral model of the proposed 16-FDC where ĝ[n] = ĝFDC is approximated as constant.

simulations run by the authors indicate that in the absence of
the FD, the PLL’s total jitter would have been 90 fs.

The convergence time of the proposed RFD technique,
in reference cycles, is defined as Nconv = Nnon-lin + Nlin.
The first term, Nnon-lin, is the number of reference cycles after
the DCO’s coarse frequency is set to an initial value between
(N +α) fref −15·106 Hz and (N +α) fref +15·106 Hz that are
required for the PLL to settle to the point where the16-FDC’s
linearized model (Fig 4) holds. The second term, Nlin, is the
number of reference cycles required for hde[n] in (11) to decay
to a magnitude which corresponds to a duty-cycle error less
than 0.005%. Plotting (11) shows that Nlin increases with the
16-FDC gain-error and is equal to 22 for the worst-case
16-FDC gain error of 20%. For simplicity, the worst-case
value of Nlin = 22 is assumed in the following.

Fig. 8 shows a histogram of Nnon-lin for 10,000 PLL runs.
For each run, the PLL was initialized to have a random
crystal oscillator initial phase, a crystal-oscillator duty-cycle
between 40% and 60%, an uncalibrated 16-FDC gain-error
between −20% and 20%, and an initial DCO frequency
error between −15 MHz and 15 MHz. Fig. 8 and Nlin =

22 imply that the maximum and average convergence times
are 412 and 157 reference cycles, respectively.

Table III compares the worst-case convergence time of
the design example to the published convergence times of
the published prior. It shows that the design example has a
significantly lower convergence time than the published prior
art even with higher crystal oscillator duty cycle errors and
lower jitter. The closest competitor is [11], but its reported
convergence time is not directly comparable to that of the
design example. As described in [11], behavioral simulation
results indicate that the LMS duty-cycle calibration loop
converges to a duty cycle error of 6% in 2000 reference cycles,
after which the LMS loop bandwidth is reduced followed by
an unspecified additional convergence time to prevent the LMS
loop noise from degrading the PLL’s phase noise. As it was
not specified in [11], the corresponding value in Table III does
not include the extra required convergence time. Therefore,
the convergence time of the design example is pessimistically
at least 5× faster than that the published prior art, but the
authors estimate that it is at least 10× faster than that of the
prior art with comparable initial duty-cycle errors, comparable
PLL jitter, and negligible added LMS loop noise.

To evaluate the convergence speed of the FDC gain cali-
bration loop and compare it with that predicted by (33), ε̄[n]
was simulated by averaging ε[n] over 1000 PLL simulation
runs. As the derivation which led to (33) assumes that the
PLL is locked, the FDC gain calibration loop was enabled

after the PLL locked to provide a meaningful comparison.
Fig. 9 shows the simulated and calculated values of ε̄[n] for an
initial 16-FDC gain error of 20% and different values of the
LMS loop gain, K . It shows that the simulated and calculated
values of ε̄[n] are within 2% of each other and decay to within
1% of the ideal gain, 1/A, in less than 750 reference cycles
for the value of K = 2−6 used in the design example. The
1% error threshold ensures that the leaked eqc[n] component
contribution to the PLL’s phase noise is 10 dB less than all
other noise sources. Behavioral simulations performed by the
authors show that similar convergence results are achieved
when the FDC gain calibration loop is enabled before the PLL
loop starts locking.

VI. CONCLUSION

An entirely digital technique has been presented which
makes a PLL immune to alternating reference edge timing
errors, thereby enabling the use of a reference frequency dou-
bler to reduce the PLL’s jitter without the need for duty-cycle
error calibration. The technique is free of convergence bias
and is not subject to the speed-accuracy tradeoff inherent to
prior-art duty-cycle error calibration solutions. A 16-FDC
based PLL design example enabled by the technique has been
presented with at least 10× faster convergence than that of
comparable prior art solutions. The presented 16-FDC also
includes new techniques which significantly reduce its PFD
and ADC spans after locking, and which can be applied
to prior 16-FDCs independently from the duty-cycle error
immunity technique. A detailed theoretical analysis of the
proposed PLL has been presented, including the development
of a linear time-varying phase noise model, the results of
which closely match simulation results.

APPENDIX A
16-FDC LINEARIZED MODEL DERIVATION

As explained in Section IV-A, the CP current is integrated
by the capacitor, C , and changes the voltage across the
capacitor by ICP(τn − tn)/C volts during the nth reference
period. Hence, the CP output voltage is

vCP[n] = vCP[n − 1] +
ICP

C
(τn − tn)+ eCP[n], (35)

where τn and tn are the times of the nth rising edges of vdiv(t)
and vref(t), respectively, and eCP[n] is the noise and distortion
added by the CP. As proven in [21],

τn = τ0 − TPLLθPLL[n] + TPLL

n∑
k=1

(N − v[k − 1]), (36)
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Fig. 11. (a) PLL’s LTV model and (b) the FOHe and FOHo interpolation functions, he
tri(t) and ho

tri(t).

Fig. 12. Non-uniform linear interpolation between the θLTV[n] samples.

and it follows from Fig. 3(b) and Fig. 3(c) that

v[n] = −α − rF [n] + eqc[n] − 2eqc[n − 1] + eqc[n − 2].

(37)

The reference jitter can be written as jref[n] = Trefθref(tn),
where θref(t) is the reference phase noise in cycles [31].
Consequently, (1) can be re-written as

tn = nTref − Trefθref(tn)+ de[n]. (38)

The ADC samples and quantizes the CP output voltage at
the rising edges of vsamp(t). The time of the rising edge of
vsamp(t) during the nth reference period is greater than both
τn and tn and less than both τn+1 and tn+1, and each integer
step of the ADC output corresponds to an ADC input step of
1 volts, so the ADC output can be written as

a[n] =
1
1
vCP[n] + eADC[n], (39)

where eADC[n] is the noise and distortion added by the ADC.
The 16-FDC linearized model shown in Fig. 10 fol-

lows from (35) through (39) and Fig. 3(b) as follows. The
shaded blocks in Fig. 10 labeled MMD, reference source, and
ADC graphically implement (36), (38), and (39), respectively,
and those labeled PFD and CP together graphically imple-
ment (35). The τ0 term in (35) is not shown explicitly in
the CP block of Fig. 10 because it can be interpreted as just
contributing an initial condition of τ0 ICP/C to the CP block’s
accumulator, so it does not affect the 16-FDC linearized
model’s transfer functions. The forward path blocks and the
z−1(2−z−2) block within the FDC digital block in Fig. 10 are
those shown in Fig. 3(b) where ĝFDC is the value to which ĝ[n]
converges, and the remaining blocks within the FDC digital
block in Fig. 10 graphically implement (37).

As Tref = TPLL(N + α), the portion of the output of the
MMD accumulator in Fig. 10 corresponding to the (N +

α)Tref component of its input is nTref. This term cancels the
nTref term introduced by the reference source at the PFD’s
differencer. Eliminating nTref, N , and α and rearranging the
MMD and QC portions of Fig. 10 results in the linearized
model shown in Fig. 4(a).

The 16-FDC linearized model in Fig. 4(a) and Fig. 10 are
valid provided that the ADC does not overload once the PLL
locks. A nearly identical analysis to that presented in [21]
shows that if the ADC’s no-overload range is large enough
to accommodate the various noise sources within the system,
which is guaranteed by design, and the ADC does not overload
at time indices n0, n0−1, n0−2, n0−3, and n0−4, for some
integer n0, then the ADC will not overload for all n ≥ n0.

It can be verified from Fig. 4(a) that the system is stable (i.e.,
has all its poles inside the unit-circle in the z-domain) provided
that −1 < g < 1/3, with g as defined in (9). This corresponds
to an uncalibrated 16-FDC loop gain error between −100%
and 33%, which is a far larger range than would be expected
in practice.

APPENDIX B
PLL PHASE NOISE LTV MODEL DERIVATION

Substituting (17) into (16) gives

θPLL(t) = θDCO(t)+ KDCO(t − tn) f [n − 1] + θLTV[n] (40)

for tn ≤ t < tn+1, where

θLTV[n] = KDCOTref

n−2∑
k=−1

(
1 + (−1)kµ

)
f [k], (41)

and µ = 21T /Tref. Equation (40) with t = tn reduces to
θPLL[n] = θDCO[n] + θLTV[n]. This with (7) implies that p[n]
in Fig. 3(a) can be written as p[n] = −θDCO[n] + eFDC[n] −

θLTV[n]. As L(z) is the transfer function from p[n] to d[n],
the component of d[n] corresponding to noise is f [n], and
p[n] is a noise sequence, it follows that L(z) is the transfer
function from p[n] to f [n]. The portion of Fig. 11(a) between
the f [n] node and the node labeled θLTV[n] is a graphical
representation of (41). It down-samples f [n] into a stream
of even-indexed samples scaled by 1+µ and a stream of
odd-index samples scaled by 1−µ, combines the streams via
up-sampling and time-shift operations, and accumulates and
scales the result. Together, these observations prove that the
output of the feedback loop in Fig. 11(a) is indeed θLTV[n].

The second and third terms on the right side of (40)
represent a linear interpolation operation between tn and tn+1,
where, for each n, tn is given by (1) with de[n] given by (2).
In typical PLLs, the reference source jitter is low enough
that its effect on the interpolation operation is negligible [21].
However, for typical levels of duty cycle error, the effect of
de[n] on the interpolation process is not necessarily negligible.
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Fig. 13. (a) Block digital filtering technique, and (b) block digital filtering applied to the PLL’s LTV phase noise model of Fig. 13(a).

Fig. 14. (a) PLL LTV phase noise model after applying the block digital filtering technique, and (b) simplified representation.

As de[n] = 1T (−1)n , it follows that

θPLL(t) = θDCO(t)+

∞∑
n=0

θLTV[2n]he
tri (t − nTref −1T )

+

∞∑
n=0

θLTV[2n + 1]ho
tri (t − (n + 1) Tref +1T ),

(42)

for all t > 0, where he
tri(t) and ho

tri(t) are as shown in
Fig. 11(b). The contributions of the two summations in (42)
are illustrated in Fig. 12, from which it can be seen that the
samples of θLTV[n] are first-order-hold interpolated between
times nTref + 1T and (n + 1)Tref − 1T when n is even and
between times nTref − 1T and (n + 1)Tref + 1T when n
is odd. The portion of Fig. 11(a) between the θLTV[n] node
and the output is a graphical implementation of (42), wherein
the FOHe and FOHo interpolators respectively implement (20)
with s[n] replaced by the even-index samples of θLTV[n]
and htri(t) replaced by he

tri(t) and with s[n] replaced by the
odd-index samples of θLTV[n] and htri(t) replaced by ho

tri(t)
(he

tri(t) and ho
tri(t) are shown in Fig. 11(b)).

The analysis presented above proves that Fig. 11(a) repre-
sents a valid phase noise model of the PLL. The remainder of
this appendix shows that the system of Fig. 5 is equivalent to
that of Fig. 11(a).

The CTFT of the first summation in (42) can be evaluated
as the product of the DTFT of θLTV[2n] and

HT (ω) = Tref H(ω)Hµ(ω)e− jω1T , (43)

where H(ω) is given by (22) and

Hµ(ω) =
1 + e jωTrefµ

(
(µ− 1) cos (ωTref)− µe− jωTref

)
2(1 − µ2) sin2 (ωTref/2)

.

(44)

Similarly, the CTFT of the second summation in (42) can be
evaluated as the product of the DTFT of θLTV[2n + 1] and

HB(ω) = Tref H(ω)H∗
µ(ω)e

− jω(Tref−1T ), (45)

where H∗
µ(ω) is the complex-conjugate of Hµ(ω). Therefore,

the FOHe interpolator followed by the −1T time shift and
the FOHo interpolator followed by the Tref + 1T time shift

in Fig. 11(a) represent multiplication in the frequency domain
by HT (ω) and HB(ω), respectively.

The remainder of the proof utilizes a multi-rate system
technique called block digital filtering [39]. Specifically,
as illustrated in Fig. 13(a), any LTI transfer function, H(z),
with fref-rate input sequence, x[n], can be parallelized and
processed at a rate of fref/2 by a matrix transfer function,

H(z2) =

[
H0(z2) H1(z2)

z−2 H1(z2) H0(z2)

]
, (46)

called the blocked version of H(z), where H0(z2) and H1(z2)

are Type-I poly-phase components of H(z) which satisfy

H(z) = H0(z2)+ z−1 H1(z2). (47)

For example, the DCO transfer function, KDCOTref/(1–z−1),
can be represented as in Fig. 13(a) with H(z2) replaced by

HDCO(z2) =
KDCOTref

1 − z−2

[
1 1

z−2 1

]
. (48)

Applying the block digital-filtering technique to the portion
to the left of the θLTV[n] node in Fig. 11(a) results in the block
diagram in Fig. 13(b), where L(z2) and HDCO(z2) are the
blocked versions of z−2L(z) and KDCOTref/(1–z−1), respec-
tively. As indicated in Fig. 13(b), the 1+µ and 1–µ multipliers
can be implemented as Hµ(z2), where Hµ(z2) is specified in
the figure, and the shaded cascade of up-sampling and down-
sampling operations can be implemented as the identity matrix,
I. Two other cascades of up-sampling and down-sampling
operations, each of which can also be implemented as the
identity matrix, occur in Fig. 13(b): one between Hµ(z2) and
HDCO(z2) and the other with the up-sampling operations to
the right of HDCO(z2) and the down-sampling operations to
the left of L(z2).

Applying these observations leads to the system shown in
Fig. 14(a), where P(z) = [pi j (z)] is the matrix product of
HDCO(z), Hµ(z), and L(z). Therefore,

P(z) = p(z)
[

1 + µ 1 − µ

z−1(1 + µ) 1 − µ

] [
a(z) b(z)

z−1b(z) a(z)

]
, (49)

where

a(z) =

[
1 + z−1g(z)

]
+ λz−1 [

1 + g(z)
]
, (50)
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b(z) = λ
[
1 + z−1g(z)

]
+

[
1 + g(z)

]
, (51)

p(z) = K I
z−1

g(z)
·

KDCOTref

(1 − z−1)2
·

(
1 − λ

1 − λ2z−1

)
, (52)

and

g(z) =
K I

K P
·

1

1 +

(
K I
K P

− 1
)

z−1
. (53)

It follows from the expressions for a(z), b(z), and p(z)
above and tedious algebra that T (z) in (26) can be written
as

T (z) = p(z2)(1 + z−1)
[
a(z2)+ z−1b(z2)

]
. (54)

As the up-sampling and down-sampling operations in the
shaded box in Fig. 14(a) can be implemented as an identity
matrix, Fig. 14(a) can be redrawn as shown in Fig. 14(b),
where A(z) = [ai j (z)] is given by

A(z) =
1

D(z)

[
1 + p22(z) −p12(z)
−p21(z) 1 + p11(z)

]
P(z), (55)

and

D(z) =
[
1 + p11(z)

] [
1 + p22(z)

]
− p12(z)p21(z). (56)

Substituting the elements of P(z) implied by (49) through (53)
into (56) and applying (54) gives

D(z2) = [1 + T (z)] [1 + T (−z)] − µ2T (z)T (−z). (57)

The results presented above show that the system of Fig. 11(a)
is equivalent to that of Fig. 14(b).

The DTFTs of xT [n] and xB[n] in Fig. 14(b) are

XT

(
e2 jωTref

)
=

1
2

(
X

(
e jωTref

)
+ X

(
e j(ωTref−π)

))
, (58)

and

X B

(
e2 jωTref

)
=

1
2

e− jωTref
(

X
(

e jωTref
)

− X
(

e j(ωTref−π)
))
,

(59)

respectively [39]. It follows from (58) and (59) and the oper-
ations shown in Fig. 14(b) with expressions for the elements
of A(z) given by (49) through (57) with z = e jωT ref that the
CTFT of the sum of the outputs of HT (ω) and HB(ω) can be
written as (23) with

C(ω) = AT

(
e2 jωTref

)
HT (ω)+ AB

(
e2 jωTref

)
HB(ω), (60)

and

Ca(ω)

= AT

(
e j(2ωTref−π)

)
HT (ω)+ AB

(
e j(2ωTref−π)

)
HB(ω),

(61)

where

AT

(
e2 jωTref

)
=

1
2

G
(

e jωTref
) [

E
(

e jωTref
)

+ F
(

e jωTref
)]
, (62)

AB

(
e2 jωTref

)
=

e− jωTref

2
G

(
e jωTref

) [
E

(
e jωTref

)
− F

(
e jωTref

)]
, (63)

G
(
e jωTref

)
is given by (26) with z = e jωTref ,

E
(

e jωTref
)

=
1 + T

(
e j(ωTref−π)

)
− µ2T

(
e j(ωTref−π)

)
1 + T

(
e j(ωTref−π)

)
− µ2

T
(
e jωTref

)
T

(
e j(ωTref−π)

)
1+T

(
e jωTref

)
,

(64)

and

F
(

e jωTref
)

=
(1 − e− jωTref)µ/(1 + e− jωTref)

1 + T
(
e j(ωTref−π)

)
− µ2

T
(
e jωTref

)
T

(
e j(ωTref−π)

)
1+T

(
e jωTref

)
.

(65)

Therefore, to prove that system of Fig. 5 is equivalent to
those of Fig. 14(b) and Fig. 11(a), it is sufficient to derive
expressions for Herr( jω) and Ha

err( jω) in Fig. 5 with which
C(ω) and Ca(ω) given by (60) and (61) are equivalently given
by (24) and (25). Substituting (44) into (43) and (45) and the
results into (60) and (61) shows that (60) and (61) can be
written as (24) and (25) with

Herr( jω) = E(e jωTref) · Re
{

Hµ(ω)e− jωTrefµ/2
}

+ j F(e jωTref) · Im
{

Hµ(ω)e− jωTrefµ/2
}
, (66)

and

Ha
err( jω) = F(e j (ωTref−π)) · Re

{
Hµ(ω)e− jωTrefµ

}
+ j E(e j (ωTref−π)) · Im

{
Hµ(ω)e− jωTrefµ

}
. (67)
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