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Dynamic element matching (DEM) is widely-used in multi-bit DACs to prevent 

mismatches among nominally identical components from introducing non-linear distor-

tion.  By scrambling the usage pattern of the components from sample to sample, DEM 

causes the error arising from mismatches to be white or spectrally shaped noise that is 

free of non-linear distortion.  DEM has long been used as a performance-enabling tech-

nique in delta-sigma data converters which require low-resolution but high-linearity 

DACs.  More recently, segmented DEM architectures with reduced complexity have been 

developed that have made high-resolution Nyquist-rate DEM DACs practical CMOS 

DACs play have been used in many applications. 

Chapter 1 proves that properly-designed dynamic element matching (DEM) elimi-

nates pulse shape, timing, and amplitude errors arising from component mismatches as 

sources of non-linear distortion in high-resolution DACs.  A set of sufficient conditions 

on the DEM encoder that ensure this effect, and a specific segmented DEM encoder that 

satisfies the sufficient conditions are presented.  Unlike previously published DEM en-
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coders, the new DEM encoder’s complexity does not grow exponentially with the num-

ber of bits of DAC resolution, so it is practical for high-resolution DACs.  These analyti-

cal results are demonstrated experimentally with a 0.18 μm CMOS 14-bit DAC IC that 

has a sample-rate of 150 MHz and worst-case, single and two-tone spurious-free dynamic 

ranges of 83 dB and 84 dB, respectively, across the Nyquist band.  

In Chapter 2 it is shown that that there is a fundamental input range restriction to a 

segmented DEM DAC, regardless of how the DEM encoder is implemented. A general 

method of designing DEM encoder for unity-weighted DACs and segmented DEM 

DACs is then presented. The DEM encoders designed are optimal in the sense that they 

have a range restriction no worst than that fundamental input range restriction due to 

segmentation. The methods are demonstrated via examples of a 13-level unity-weighted 

DEM DAC and a pair of 14-bit segmented DEM DACs. The power dissipation versus 

complexity tradeoff implied by segmentation is also studied through the 14-bit examples. 

In chapter 3, a 14-b 100 Ms/s Nyquist-rate DAC using a segmented dynamic ele-

ment matching technique involving all its DAC elements is demonstrated.  The DAC is 

implemented in 0.18 μm CMOS process and worst-case SFDR across the Nyquist bands 

are 74.4 dB and 78.9 dB for sample-rates of 100 MS/s and 70 MS/s, respectively.does not 

grow exponentially with the number of bits of DAC resolution, so it is practical for high-

resolution DACs. 
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Chapter 1                                                                         
 

Dynamic Element Matching to Prevent Non-Linear Distortion From 
Pulse-Shape Mismatches in High-Resolution DACs 

I.  INTRODUCTION 

In a typical high-resolution (≥ 12 bit) Nyquist-rate DAC, the outputs of several 

parallel 1-bit DACs with various weights are summed to generate the overall output sig-

nal.  Each 1-bit DAC consists of one or more unit DAC elements combined in parallel 

and controlled as a group; the number of unit DAC elements is the weight of the 1-bit 

DAC.  Most commonly, each unit DAC element consists of a unit current steering cell 

and its associated switch driver circuitry. 

The unit DAC elements inevitably are subject to random mismatches incurred 

during IC fabrication as well as possible systematic circuit and layout mismatches.  Such 

mismatches cause amplitude, pulse shape, and timing errors in the 1-bit DAC output sig-

nals which usually introduce non-linear distortion in the overall DAC output signal, often 

limiting the linearity of the overall DAC.  Aside from careful layout strategies [1, 2], the 

primary published techniques to minimize the non-linear distortion are calibration [3-6], 

trimming [7], and DEM [8-12]. 

The calibration and trimming techniques published to date work by reducing 

mismatch-induced amplitude errors in the 1-bit DACs, but do not address pulse shape and 

timing errors.  Unfortunately, as a DAC’s input signal frequency is increased, more DAC 

elements tend to be toggled from sample-to-sample, so the DAC’s linearity becomes in-

creasingly limited by pulse shape and timing mismatches rather than amplitude mis-
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matches.  Hence, DACs that incorporate these techniques tend to exhibit high linearity 

for low frequency input signals, but their linearity degrades as the input signal frequency 

is increased. 

As described in detail in the next section, the idea behind DEM is to pseudo-

randomly select one of several possible usage patterns of the 1-bit DACs each sample 

period such that the error arising from unit DAC element mismatches is scrambled from 

sample to sample.  Such scrambling causes the error arising from DAC element mis-

matches to have a noise-like structure that, ideally, is free of non-linear distortion.  Thus, 

DEM increases DAC linearity at the expense of decreasing its signal-to-noise ratio (SNR) 

somewhat.  In many high-resolution DAC applications, maximizing linearity is more 

critical than maximizing SNR, so the tradeoff offered by DEM is worthwhile. 

Unfortunately, previously published DEM techniques require circuitry whose 

complexity grows exponentially with the number of bits of DAC resolution.  Therefore, it 

is not practical to apply these DEM techniques to all of the 1-bit DACs in a high-

resolution Nyquist-rate DAC.  Instead, a partial DEM approach is usually taken wherein 

the usage pattern of only the 1-bit DACs with large weights is chosen psuedo-randomly, 

the rational being that the 1-bit DACs with large weights contribute the bulk of the mis-

match error.  However, mismatch-induced errors from the other 1-bit DACs as a group 

are still significant, particularly pulse shape and timing errors, so the approach is only a 

partial solution.  Moreover, it can actually degrade linearity for high frequency DAC sig-

nals as described in [9]. 

This paper presents a highly-linear, 150 MS/s, 0.18 μm CMOS, 14-bit Nyquist-

rate DAC IC enabled by a new DEM technique applied to all of the 1-bit DACs [12].  
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The complexity of the DEM technique does not grow exponentially with the number of 

bits of DAC resolution so it avoids the problems mentioned above.  In addition to demon-

strating the technique experimentally, the paper provides an analytical proof that the 

technique eliminates pulse shape, timing, and amplitude errors arising from component 

mismatches as sources of non-linear distortion in high-resolution DACs.  Although [13] 

demonstrated that a specific type of DEM can be used to eliminate mismatch-induced 

timing errors as sources of non-linear distortion, the general result that DEM can also be 

used to eliminate mismatch-induced pulse-shape errors as sources of non-linear distortion 

has not been published previously to the knowledge of the authors.  More generally, the 

paper presents a set of conditions that are sufficient for an arbitrary DEM technique to 

satisfy to ensure this effect.   

The remainder of the paper consists of three sections.  Section II defines the gen-

eral architecture of a Nyquist-rate DAC, describes a model of mismatch-induced errors in 

the 1-bit DACs, explains how DEM works via a simple example, and derives the suffi-

cient conditions mentioned above for the general architecture.  Section III describes the 

specific DEM technique used in the IC prototype, and shows that it satisfies the sufficient 

conditions presented in the previous section.  Section IV describes circuit details of the 

IC prototype and presents measured results. 

II.  DYNAMIC ELEMENT MATCHING IN CONTINUOUS-TIME DACS   

A. Ideal Continuous-Time DAC Behavior 

The input to a DAC is a sequence of digital codewords, each of which is inter-

preted by design convention to have a numerical value.  In the following, the DAC’s in-
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put sequence is defined to have M+1 possible values that range from −MΔ/2 to MΔ/2 in 

steps of Δ, where M is a positive integer and Δ is the minimum step-size of the input se-

quence.  A typical circuit implementation of a DAC converts the sequence of input values 

into a sequence of continuous-time analog pulses.  Ideally, the output of the DAC during 

the nth sample period, i.e., for nT ≤ t < (n+1)T, is  

 ( ) ( ) [ ]y t a t nT x n= − , (1) 
where x[n] is the value of the input sequence during the nth sample period, T is the dura-

tion of the sample period, and a(t) is an analog pulse that is zero outside of 0 ≤ t < T. 

As a simple example, an 8-level (3-bit) power-of-two-weighted DAC architecture 

is shown in Figure 1.1.  It consists of an all-digital block called an encoder followed by 

three power-of-two-weighted 1-bit DACs, the outputs of which are summed to generate 

the overall DAC’s output signal.  Ideally, during the nth sample period, nT ≤ t < (n + 1)T, 

the output of the ith 1-bit DAC is 

 
( ), if [ ] 1,

2( )
( ), if [ ] 0,

2

i i

i

i i

K a t nT c n
y t

K a t nT c n

Δ⎧ − =⎪⎪= ⎨ Δ⎪− − =
⎪⎩

 (2) 

where Ki is the weight of the 1-bit DAC.  For this example, Ki = 2i−1, i = 1, 2, and 3, and 

the input sequence can take on any of the values: −3.5Δ , −2.5Δ, −1.5Δ, −0.5Δ, 0.5Δ, 1.5 

Δ, 2.5Δ, and 3.5Δ.  To satisfy (1), the encoder’s output bits must satisfy 

 ( )
3

1 1
2

1

2 [ ] [ ]i
i

i

c n x n−

=

Δ − =∑ . (3) 

For each value of x[n], there is exactly one set of encoder output bits c1[n], c2[n], and 

c3[n] that satisfy (3). 
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B. Mismatch Errors 

As implied by (2), ideally only the sign of each pulse from the ith 1-bit DAC de-

pends on its input bit, ci[n], and all of the 1-bit DACs have the same pulse shape, a(t), 

scaled by Δ/2 and their respective weights.  Unfortunately, mismatches among nominally 

identical components used to implement the 1-bit DACs spoil this ideal performance in 

practice.  The result is that the ideal behavior given by (2) is degraded to 

 
( ) ( ), if [ ] 1,

2( )
( ) ( ), if [ ] 0,

2

i hi i

i

i li i

K a t nT e t nT c n
y t

K a t nT e t nT c n

Δ⎧ − + − =⎪⎪= ⎨ Δ⎪− − + − =
⎪⎩

 (4) 

where ehi(t) and eli(t) are mismatch error pulses caused by the component mismatches.  It 

is assumed that the mismatch error pulses are non-zero only for the duration of the sam-

ple period.  Otherwise, no assumptions are made about ehi(t) and eli(t). 

Equivalently, (4) can be written as 

 ( ) ( )
1
2

1( ) [ ]
2i i i i iy t K t nT c n t nTα β

=±

⎛ ⎞= Δ − − + −⎜ ⎟
⎝ ⎠��	�


 (5) 

where 

 ( ) ( ) ( ) ( )( ) ( ) , and ( ) ,
2

hi li hi li
i i

i

e t e t e t e tt a t t
K

α β− +
= + =

Δ
 (6) 

which can be verified by substituting (6) into (5) to obtain (4).  This result is illustrated 

graphically in Figure 1.2 for a 1-bit DAC whose pulses corresponding to ci[n] = 1 and 

ci[n] = 0 have drastically different shapes (for illustration purposes) as a result of the 

mismatch error pulses.  As shown in the figure, each pulse can be viewed as the sum of  

two pulses, one proportional to αi(t) with a sign that depends on ci[n] and one equal to 

βi(t) that is independent of ci[n]. 



6 

 
 

As indicated in Figure 1.1, the overall DAC output is y(t) = y1(t) + y2(t) + y3(t), so 

it follows from (5) and (6) that during each sample interval, nT ≤ t < (n+1)T, 

 ( ) ( ) [ ] ( )y t a t nT x n tε= − + , (7) 
where 

 ( )[ ]{ }
3

1
2

1

( ) [ ] ( ) ( ) ( )i hi li i
i

t c n e t nT e t nT tε β
=

= − − − − +∑  (8) 

is the error component in the output signal caused by the 1-bit DAC mismatch error 

pulses.  Unfortunately, as implied by (8), ε(t) is a non-linear, deterministic function of the 

overall DAC’s input sequence, x[n], because it depends on c1[n], c2[n], and c3[n], which 

are deterministic non-linear functions of x[n]. 

C. A Dynamic Element Matching DAC Example 

In the power-of-two-weighted DAC example described above, the 1-bit DACs 

with weights of 2 and 4 can be implemented as parallel combinations of 2 and 4 1-bit 

DACs with weights of 1, respectively.  For example, y3(t) can be generated by adding the 

outputs of 4 such unity-weighted 1-bit DACs, each with the same input bit sequence, 

c3[n].  Therefore, as depicted in Figure 1.3a, the power-of-two-weighted DAC example 

can (and, in practice, usually would) be implemented with 7 unity-weighted 1-bit DACs, 

one of which has an input of c1[n], two of which have an input of c2[n], and four of which 

have an input of c3[n]. 

Alternatively, as illustrated in Figure 1.3b, an 8-level DAC can be implemented 

with the same 7 unity-weighted 1-bit DACs as in the DAC of Figure 1.3a, but with an 

encoder that individually controls their inputs under the constraint  
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 ( )
7

1
2

1

[ ] [ ]i
i

c n x n
=

Δ − =∑ . (9) 

This type of DAC is called a unity-weighted DAC because it consists of unity-weighted 1-

bit DACs whose inputs are controlled individually by the encoder. 

It follows from (9) that whenever x[n] = −3.5Δ or x[n] = 3.5Δ the encoder’s output 

bits, c1[n], …, c7[n], must all be zero or all be one, respectively.  However, for all other 

input values there are more than one set of bit values for c1[n], …, c7[n] that satisfy (9).  

For example, to satisfy (9) when x[n] = 2.5Δ one of the ci[n] bits must be zero and the rest 

must be one, so in this case there are 7 possible sets of bit values for c1[n], …, c7[n] that 

satisfy (9).  Therefore, in contrast to the power-of-two-weighted DAC, the encoder in the 

unity-weighted DAC has flexibility in choosing its output bit values for most input val-

ues. 

The idea behind DEM is to exploit this flexibility to cause the error arising from 

mismatches to be white or spectrally shaped noise that is uncorrelated with the input sig-

nal instead of being non-linearly related to the input signal.  As an example, the 8-level 

unity-weighted DAC with an encoder designed to have the following properties is ana-

lyzed. 

Property 1:  Each sample period the encoder randomly chooses one of the possible 

sets of output bits, c1[n], c2[n], …, c7[n], that satisfy (9), such that its 

choice is statistically independent from the choices it makes in the other 

sample periods. 

Property 2: For each input value, x[n], the encoder makes its choice such that all of 

the possible sets of output bits that satisfy (9) have an equal probability 
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of being chosen. 

The analysis begins with the observation that there exists a set of sequences λi[n],  

i = 1, 2, …, 7, which are related to the encoder’s input sequence and output bit sequences 

by 

 ( )1 1
2 7[ ] [ ] [ ]i ic n x n nλΔ − = +  (10) 

and satisfy 

 
7

1

[ ] 0i
i

nλ
=

=∑ . (11) 

This can be verified by substituting (10) into (9) and applying (11).  Properties 1 and 2 

specify the statistics of the λi[n] sequences through (10).   

Property 1 implies that for any deterministic input sequence, x[n], and each i, 

λi[n], n = 0, 1, …, is a sequence of random variables.  As implied by (10), for each n the 

random variable λi[n] depends on the value x[n], so the statistical independence clause in 

Property 1 implies that the joint probability of λi[n] and λj[m] given x[n] and x[m] for any 

m ≠ n and any i and j is given by 

 { } { } { }Pr [ ], [ ] [ ], [ ] Pr [ ] [ ] Pr [ ] [ ]i j i jn m x n x m n x n m x mλ λ λ λ= . (12) 
Any two of the encoder’s output bits can be interchanged without violating (9), so 

Property 2 implies that 

 { } { }Pr [ ] 1, [ ] 0 Pr [ ] 0, [ ] 1i j i jc n c n c n c n= = = = = , (13) 
for any i ≠ j.  The probability distributions of ci[n] and cj[n] can be written as 

 
{ } { } { }
{ } { } { }

Pr [ ] Pr [ ] , [ ] 0 Pr [ ] , [ ] 1 ,

Pr [ ] Pr [ ] 0, [ ] Pr [ ] 1, [ ] ,

i i j i j

j i j i j

c n b c n b c n c n b c n

c n b c n c n b c n c n b

= = = = + = =

= = = = + = =
 (14) 

where b can be 0 or 1, so (13) implies that ci[n] and cj[n] have identical probability distri-
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butions.  Since this holds for every pair of the encoder’s output bits, all of the encoder’s 

output bits must have identical probability distributions for each n, so λ1[n], …, λ7[n] 

have identical probability distributions for each n.  Therefore, taking the expectation of 

(11) further indicates that λ1[n], …, λ7[n] each have zero mean.  This holds for each n re-

gardless of x[n], so it implies that λ1[n], …, λ7[n] are all uncorrelated with x[n].  Applying 

(12) further indicates that the expected value of λi[n]λj[m] is zero regardless of the input 

sequence and regardless of i, j, n, and m, provided m ≠ n. 

The output of the overall DAC is the sum of the outputs of its 7 1-bit DACs, so it 

follows from (5) and (10) that the DAC’s output signal during the nth sample period can 

be written as 

 ( ) ( ) [ ] ( ) ( )DACy t t nT x n t nT e tα β= − + − +  (15) 
where 

 
7 7 7

1 1 1

1( ) ( ), ( ) ( ),  ( ) [ ] ( )
7 i i DAC i i

i i i
t t t t e t n t nTα α β β λ α

= = =

= = = −∑ ∑ ∑  (16) 

and αi(t) and βi(t) are given by (6).  Thus, the overall DAC’s output signal has the three 

distinct components shown in (15).  In the following, they are referred to as the signal 

pulse sequence, the offset pulse sequence, and the DAC noise pulse sequence, respec-

tively. 

The signal pulse sequence consists of the analog pulses, α(t − nT), scaled linearly 

by the input sequence.  As indicated in (16), α(t), is the average of the αi(t) pulses from 

the individual 1-bit DACs.  Thus, α(t) deviates somewhat from the ideal pulse, a(t), but in 

most applications this is not a serious problem because it has little effect on the SNR or 

spurious-free dynamic range (SFDR) of the overall DAC.   

The offset pulse sequence consists of the analog pulses, β(t − nT).   As implied by 
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(15) and (16) the offset pulses are identical from period to period, independent of x[n].  

Consequently, they result only in spurious tones at multiples of the sample frequency, so 

they do not degrade the SNR or the in-band SFDR of the overall DAC. 

The DAC noise pulse sequence, eDAC(t), is so-named because it has a noise-like 

structure.  As indicated by (16) it is the sum of the αi(t) pulses from the individual 1-bit 

DACs modulated by the λi[n] sequences.  Since for each i, λi[n], n = 0, 1, …, is a se-

quence of zero-mean random variables that are uncorrelated with x[n], it follows that the 

DAC noise pulse sequence has zero mean and is uncorrelated with x[n].  Moreover, since 

the expected value of λi[n]λj[m] is zero for m ≠ n, the DAC noise pulse sequence in each 

period is uncorrelated with itself in any other period.  Thus, as desired, DEM in this ex-

ample causes mismatch error pulses from the 1-bit DACs to introduce zero-mean random 

DAC noise that is uncorrelated with itself from period to period and uncorrelated with the 

input sequence instead of non-linear distortion. 

D. Sufficient Conditions for DEM to Prevent Non-Linearity from Mismatch Error Pulses 

As described above, the encoder in the power-of-two-weighted DAC has no flexi-

bility in choosing its output bits; for every input value only one set of output bits are 

valid.  Therefore, DEM is not possible in a power-of-two-weighted DAC.  Nevertheless, 

the architecture is very efficient in the sense that the encoder in a B-bit power-of-two-

weighted DAC controls only B 1-bit DACs.  In contrast, DEM is possible in a unity-

weighted DAC, as shown above by example, but the architecture is not very efficient in 

that the encoder in a B-bit unity-weighted DAC controls 2B−1 1-bit DACs.  For example, 

the encoder in a 14-bit unity-weighted DAC would have to control 16,383 1-bit DACs 

which would be impractical in many applications.   
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A compromise between the two extremes of the unity-weighted DAC and the 

power-of-two-weighted DAC is the so-called segmented DAC.  Ideally, the weights of the 

1-bit DACs in a segmented DAC are such that the encoder still has sufficient flexibility 

to implement DEM, but the number of 1-bit DACs it must control is not an exponential 

function of the number of DAC bits as with the unity-weighted DAC.  Such a segmented 

DAC is presented in the next section. 

In the mean time a general DEM DAC architecture that can represent any seg-

mented or unity-weighted DEM DAC is shown in Figure 1.4 and analyzed below.  It con-

sists of a DEM encoder, i.e., an encoder designed to implement DEM, followed by N 1-

bit DACs that operate according to (4) with weights Ki, i = 1, 2, …, N.  The output of the 

overall DAC is the sum of the outputs of the 1-bit DACs. 

As shown below, the following conditions on the DEM encoder are sufficient to 

prevent the mismatch error pulses from introducing non-linear distortion in the overall 

DAC’s output signal. 

Condition 1:  The DEM encoder’s output bits satisfy 

 ( )1
2[ ] [ ] [ ]i i ic n m x n nλΔ − = +  (17) 

for i = 1, 2, …, N, where each mi is a constant, each λi[n] is a random 

sequence, and 

 
1 1

1, and [ ] 0.
N N

i i i i
i i

K m K nλ
= =

= =∑ ∑  (18) 

Condition 2:  The λi[n] sequences for i = 1, 2, …, N, are zero mean for each n re-

gardless of x[n], and the expected value of λi[n]λj[m] is zero regardless 

of x[n] and regardless of i, j, n, and m, provided m ≠ n. 
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The DEM example described previously satisfies these conditions as a special case. 

Since the output of the overall DAC is the sum of the outputs of its N 1-bit DACs, 

it follows from (5) and (17) that the DAC’s output signal during the nth sample period 

can be written as 

 ( ) ( ) [ ] ( ) ( )DACy t t nT x n t nT e tα β= − + − +  (19) 
where 

 
1 1 1

( ) ( ),   ( ) ( ),  ( ) [ ] ( ),
N N N

i i i i DAC i i i
i i i

t K m t t t e t K n t nTα α β β λ α
= = =

= = = −∑ ∑ ∑  (20) 

and αi(t) and βi(t) are given by (6).  Thus, as in the special case of the 8-level unity-

weighted DEM DAC, the general DAC’s output consists of a signal pulse sequence, an 

offset pulse sequence, and a DAC noise pulse sequence, and the observations following 

(16) regarding the unity-weighted DEM DAC apply to the general case.  The only differ-

ences are that N is not restricted to 7, the 1-bit DAC weights, Ki, appear in the expres-

sions for α(t) and eDAC(t), and the mi constants appear in the expression for α(t). 

Substituting the expression for αi(t) from (6) into (20) and applying the rightmost 

equation in (18) gives 

 [ ]
1

1( ) [ ] ( ) ( )
N

DAC i hi li
i

e t n e t nT e t nTλ
=

= − − −
Δ ∑ , (21) 

during the nth sample period, nT ≤ t < (n+1)T.  Thus, the shape of the power spectrum of 

the DAC noise is determined by the power spectra of the mismatch error pulses from the 

1-bit DACs.  Nevertheless, Condition 2 ensures that if the DAC noise is sampled at a rate 

of fs = 1/T, the result is discrete-time white noise.  Although it is beyond the scope of this 

work, Condition 2 can be relaxed to allow λi[n] and λi[m] to be correlated when m ≠ n.  

Doing so would cause the λi[n] sequences to be spectrally shaped, thereby affecting the 
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spectral shape of the DAC noise pulse sequence. 

III.  SEGMENTED DYNAMIC ELEMENT MATCHING 

The specific DEM encoder used in the 14-bit DAC prototype IC is described in 

this section, and shown to satisfy the sufficient conditions presented above.  It applies to 

the DEM DAC architecture shown in Figure 1.4 with N = 36 1-bit DACs whose weights 

are 

 
1

2 1 2 2 for 1,2, ,10,  and

1024 for 21, ,36.

j
j j

j

K K j

K j

−
− = = =

= =

…
…

 (22) 

Thus, the first two 1-bit DACs each have a weight of unity, the next two each have a 

weight of 2, the next two each have a weight of 4, and so on, up to the 20th 1-bit DAC 

which has a weight of 512. The 21st through 36th 1-bit DACs each have a weight of 

1024. 

The DEM encoder is shown in Figure 1.5.  It consists of a tree of 35 blocks of 

digital logic called switching blocks, labeled Sk,r for k = 1, …, 14 and r = 1, …, 18.  As 

indicated in Figure 1.5, there are two types of switching blocks.  Switching blocks Sk,1 for 

k = 5, …, 14 are called segmenting switching blocks, and the other switching blocks are 

called non-segmenting switching blocks.  Each switching block has one input and two 

outputs.  As indicated in Figure 1.5, each switching block calculates its two output se-

quences as a function of its input sequence and a so-called switching sequence.  For the 

segmenting switching blocks the switching sequences are 

 
,1

,1 ,1

,1

0, if  [ ] odd,
[ ] 1, if  [ ] even, [ ] 1,

1 if  [ ] even, [ ] 0,

k

k k k

k k

x n
s n x n d n

x n d n

⎧ =⎪= = =⎨
− = =⎪⎩

 (23) 
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and for the non-segmenting switching blocks the switching sequences are 

 
,

, ,

,

0, if  [ ] even,
[ ] 1, if  [ ] odd, [ ] 1,

1 if  [ ] odd, [ ] 0,

k r

k r k r k

k r k

x n
s n x n d n

x n d n

⎧ =⎪= = =⎨
− = =⎪⎩

 (24) 

where dk[n], k = 1, 2, …, 14 are 14 pseudo-random 1-bit sequences that are designed to 

well-approximate white random processes that are independent from each other and x[n], 

and take on values of 0 and 1 with equal probability.  

For this DEM encoder, x[n] can take on any value in the set {−8192Δ, −8191Δ, 

…, 8192Δ}.  It can be verified by following the arithmetic operations shown in Figure 

1.5 given (23) and (24) that for this set of input values, each output, ci[n], from the DEM 

encoder is restricted values of 0 and 1 as required. 

Inspection of Figure 1.5 indicates that  

 
2 1 15 ,1 1,

2 15 ,1 1,

1[ ] 1 [ ] [ ] , and
2
1[ ] 1 [ ] [ ] ,
2

j j j

j j j

c n s n s n

c n s n s n

− −

−

⎡ ⎤= + −⎣ ⎦

⎡ ⎤= + +⎣ ⎦

 (25) 

for j = 1, 2, …, 10. Following the arithmetic operations of the switching blocks in Figure 

1.5, it can be verified that 

 

9
13 13 3

21 14 ,1 4,1
0

2 1
3, 1 2,2 1

1,11 4 2

1 [ ][ ] 2 1 [ ]2 (2 1) [ ]2
2

             (2 1) [ ]2 (2 1) [ ]2

 (2 1) [ ] ,

j
u j

j

w w v

w v y

x nc n s n w s n

v s n y s n

z s n

− − −
+ −

=

− −
+ + +

+ + +

⎡
= + − + −⎢ Δ⎣

+ − + −

⎤+ − ⎦

∑

 (26) 

where { }8 4 2 , and , , , 0,1 .u w v y z w v y z= + + + ∈   

Therefore, (17) holds with 

 14

0, 1, 2, 20,
2 , 21, 36,i

i
m

i−

=⎧
= ⎨ =⎩

…
…

 (27) 

and 
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2 1 15 ,1 1,

2 15 ,1 1,

[ ] [ ] [ ] ,
2

[ ] [ ] [ ] ,
2

j j j

j j j

n s n s n

n s n s n

λ

λ

− −

−

Δ ⎡ ⎤= −⎣ ⎦

Δ ⎡ ⎤= +⎣ ⎦

 (28) 

for j = 1, 2, …, 10, and 

 

9
13 3

21 14 ,1 4,1
0

2 1
3, 1 2,2 1 1,11 4 2

[ ] [ ]2 (2 1) [ ]2
2

(2 1) [ ]2 (2 1) [ ]2 (2 1) [ ] ,

j
u j

j

w w v w v y

n s n w s n

v s n y s n z s n

λ − −
+ −

=

− −
+ + + + + +

⎡Δ
= − + −⎢

⎣
⎤+ − + − + − ⎦

∑

 (29) 
for { }8 4 2 and , , , 0,1 .u w v y z w v y z= + + + ∈  

As described in the previous section, it is sufficient for the DEM encoder to sat-

isfy Conditions 1 and 2 to ensure that mismatch error pulses from the 1-bit DACs do not 

introduce non-linear distortion in the overall DAC’s output signal.  It follows that from 

(22) and (27) that 

 ( ) ( )
36 10 18

1 10
2 1 2 2 1 2

1 1 11

2 2 1j
i i j j j j

i j j

K m m m m m−
− −

= = =

= + + + =∑ ∑ ∑ , (30) 

and from (22), (28), and (29) that 

 ( ) ( )
36 10 18

1 10
2 1 2 2 1 2

1 1 11
[ ] 2 [ ] [ ] 2 [ ] [ ] 0j

i i j j j j
i j j

K n n n n nλ λ λ λ λ−
− −

= = =

= + + + =∑ ∑ ∑ , (31) 

so the DEM encoder satisfies Condition 1 as required.  It follows from (23), (24) and the 

statistical properties of the dk[n] sequences that all the switching sequences are white and 

are zero mean for each n regardless of x[n].  Therefore, (28) and (29) indicate that the 

λi[n] sequences must also be zero mean for each n regardless of x[n] and the expected 

value of λi[n]λj[m] must be zero regardless of x[n] provided m ≠ n, so the DEM encoder 

also satisfies Condition 2. 

As mentioned above, x[n] can take on any value in the set {−8192Δ, −8191Δ, …, 
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8192Δ}.  A unity-weighted DEM DAC capable of handling such an input sequence 

would require 16,384 1-bit DACs each with a weight of 1.  In contrast, the segmented 

DEM DAC described above requires only 36 1-bit DACs with weights, Ki, given by (22).  

In this sense, the segmentation implied by (22) provides a huge reduction in DEM en-

coder complexity compared to the unity-weighted DEM DAC. 

However, a price is paid for this benefit.  Recall that a 1-bit DAC with an integer 

weight of Ki is equivalent to the parallel combination of Ki unity-weighted 1-bit DACs.  

Thus, (22) implies that the segmented DEM DAC requires the equivalent of 18,430 

unity-weighted 1-bit DACs, approximately 12% more than the number of 1-bit DACs 

required for the corresponding unity-weighted DEM DAC.  Indeed, it can be verified by 

following the arithmetic operations shown in Figure 1.5 in conjunction with (23) and (24) 

that c21[n] to c36[n] have a non-zero probability of not being 0 or 1 whenever |x[n]| ex-

ceeds 8192Δ.  This could be prevented by further constraining the switching sequences 

beyond (23) and (24), but the result would be that some of the switching sequences would 

have non-zero means that are non-linear functions of x[n].  This would violate Condition 

2.  Moreover, simulations indicate that constraining the switching sequences in this fash-

ion to allow a larger range of input values causes the mismatch error pulses from the 1-bit 

DACs to introduce harmonic distortion in the overall DAC’s output signal. 

IV. CIRCUIT DETAILS AND MEASUREMENT RESULTS 

A block diagram of the DAC IC is shown in Figure 1.6.  In addition to the DEM 

encoder and the bank of 36 1-bit DACs described above, it includes a low-voltage differ-

ential signaling (LVDS) receiver, a direct digital synthesizer (DDS) of the type presented 
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in [14], a 14-bit pseudo-random number generator of the type presented in [15], and a 

clock buffer.  Optionally, the digital input signal can be provided from off chip via the 

LVDS receiver, or by the DDS which generates a high spectral-purity full-scale sinusoid.  

The purpose of the pseudo-random number generator is to provide the 14 pseudo-random 

bits required by the DEM encoder as described in the previous section.   

A simplified circuit diagram of the first (lowest-weight) 1-bit DAC is shown in 

Figure 1.7 (a).  It consists of a switch driver followed by a current-steering cell.  The 

switch driver circuit consists of a flip-flop to retime the c1[n] bit from the DEM encoder 

and NAND gates to generate the current-steering cell switch signals.  The current-

steering cell consists of a pMOS cascode current source with current steering switches.  

The differential clock signals and NAND gate circuitry are designed to achieve a low cur-

rent-steering crossover point to minimize non-linear coupling of the differential outputs.  

The 1-bit DAC generates differential return-to-zero output current pulses, thereby mini-

mizing the dependence of each pulse on previous values of the input sequence.  During 

the first half of each sample period, the current-steering cell nominally steers 1 µA of cur-

rent to the positive output or the negative output depending upon the 1-bit DAC’s input 

bit value, and during the second half of the sample period it steers the current to a dummy 

load so that no current flows from either output. 

The weights of the remaining 1-bit DACs are scaled relative to the first 1-bit DAC 

according to (22).  Thus, with the differential output of the ith DAC written as yi(t) = 

Ii+(t) − Ii−(t), the ideal output of the 1-bit DAC is given by (2) with Δ = 2 μA, and 

 
1, 0 / 2,

( )
0, Otherwise.

t T
a t

≤ <⎧
= ⎨

⎩
 (32)   
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The unity weighted 1-bit DAC shown in Figure 1.7 (a) could have been used as a 

unit DAC element with which to construct the higher-weighted 1-bit DACs.  For exam-

ple, the 36th 1-bit DAC could have been constructed by combining 1024 of the 1-bit 

DACs of Figure 1.7 (a) in parallel.  However, doing so would have wasted circuit area 

because the switch drivers would have been much larger than necessary.  The unit switch 

driver in Figure 1.7 (a) is larger than needed to control the current-steering cell, but it 

cannot be made smaller because of technology limitations.  Therefore, area can be saved 

by not scaling the switch drivers up in lock step with the 1-bit DAC weights. As indicated 

in Figure 1.6, the switch drivers for the 14 lowest-weight 1-bit DACs have weights of 

unity, and those for the other 1-bit DACs have weights of 2−6Ki where Ki is the weight of 

the ith 1-bit DAC for 15 ≤ i ≤ 36. 

To simplify the circuit layout, the current-steering cells in the third through eighth 

1-bit DACs are scaled up from that shown in Figure 1.7 (a) by increasing the transistor 

widths.  The current-steering cells in the remaining 1-bit DACs consist of parallel combi-

nations of copies of the ×8 current steering cell used in the seventh 1-bit DAC shown in 

Figure 1.7 (b).  Copies of the 17th 1-bit DAC shown in Figure 1.7 (c) are used as unit ele-

ments in the 18th through 36th 1-bit DACs.  For example, the 21st 1-bit DAC consists of 

4 parallel copies of the 17th 1-bit DAC as shown in Figure 1.7 (d).  The 17th 1-bit DAC 

is laid out in an 840 μm by 21 μm column, and the columns are replicated and connected 

in parallel as necessary for the 18th through 36th 1-bit DACs. 

Had the 1-bit DACs been constructed as parallel copies of the first 1-bit DAC, not 

only would the circuit area have increased as described above, but the switch driver cur-

rent consumption and ground bounce would have increased.  This would have increased 
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coupling of data-dependent signals into the clock and bias circuitry and likely would have 

degraded the SFDR of the overall DAC.  However, by not constructing the 1-bit DACs as 

parallel copies of the first 1-bit DAC, systematic mismatch components inevitably have 

been added to the mismatch error pulses.  DEM is relied upon to prevent the increased 

mismatch error pulses from degrading the SFDR of the overall DAC, although a slight 

degradation of the SNR is inevitable. 

As derived in the previous section, the DEM encoder prevents the mismatch error 

pulses introduced by the 1-bit DACs from causing non-linear distortion in the overall 

DAC’s output signal, y(t) = Iout+(t) − Iout−(t).  The definition of the mismatch error pulses 

in (4) includes the effects of all systematic and random mismatches among the unit 

switch driver and unit current-steering cells.  Thus, DEM prevents pulse-shape, timing, 

and amplitude mismatches and the glitches they cause from introducing non-linear distor-

tion in the DAC’s output signal. 

This eases several circuit design issues because linearity no longer depends on 

good component matching and low glitch power; mismatches become a secondary con-

cern so the 1-bit DACs can be optimized for low parasitic capacitance and high output 

impedance to improve linearity at high frequencies [5].  It also obviates the need for 

glitch reduction techniques such as having a single high-linearity return-to-zero switch 

circuit following the summed current-steering cell outputs [6]. 

The DAC is fabricated in a 0.18 μm CMOS process and is packaged in a QFN 64 

package with ground down-bonding. The emphasis of the floor plan is to ensure that cou-

pling from digital to analog circuits is minimized or data-independent.  Wide supply and 

ground lines, and multiple supply pins with double bonding are used to minimize para-
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sitic resistance and inductance in the supply lines.  All ground lines are down-bonded to 

the exposed paddle of the QFN package to reduce parasitic inductance.  ESD protection 

is implemented on all pads of the IC. 

The DAC’s output current is converted to a voltage through an off-chip 50Ω resis-

tive differential load and coupled to a spectrum analyzer through a wideband transformer 

for testing as shown in Figure 1.8.  The measured SFDR of the DAC versus input fre-

quency is shown Figure 1.12, and representative PSD plots with and without DEM en-

abled are shown in Figure 1.9.  With DEM enabled for a sample-rate of 150 MHz, the 

worst-case SFDR value across the Nyquist band is 83 dB.  As expected, the measured 

SFDR values show little dependence on signal frequency.  With DEM disabled, the 

SFDR drops to less than 56 dB, which is expected given the lack of attention paid to 

minimizing the mismatch error pulses.  A full performance summary and die photograph 

are shown in Figures 1.10 and 1.11, respectively. 

With DEM enabled, the DAC’s linearity is limited by parasitic coupling between 

the digital circuitry and the clock buffer circuitry.  Prior to fabrication, the DAC was 

simulated to predict its SFDR with transistor-level analog circuitry and a package model 

but with behavioral digital circuitry. The resulting SFDR prediction was 86dB.  Unfortu-

nately, the package model under-estimated the inductance of the exposed paddle ground 

connection. Subsequently, simulation with a revised package model was performed, and 

the predicted SFDR was reduced by 10 dB.  Further investigation revealed that the digital 

circuitry generates signal dependent interference that couples into the clock buffer cir-

cuitry through the power supply lines. Because of this coupling problem, the DAC’s 

SFDR was found to be fairly sensitive to the voltages of the power supplies feeding the 
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clock driver and the clock generator.  To minimize the coupling, the clock supply voltage 

was set to 2 V, during measurement of the reported SFDR values.  In contrast, the SFDR 

was almost constant over an analog power supply voltage range of 1.6 V to 1.9 V, so it 

was left at 1.8 V during measurement of the reported SFDR values. 

In Figure 1.12 shows measured performance of recent state-of-the-art CMOS 

DACs [3, 5, 6, 16-18].  It can be seen that the SFDR of the DAC presented in this paper 

is relatively independent of the input signal frequency, as expected, whereas most other 

DACs have SFDRs that degrade with signal frequency.  For low input signal frequencies, 

the DACs that use calibration [3, 5, 6] tend to exhibit high SFDRs because the effect of 

the switching transient is reduced whereas the effect of static mismatch tends to domi-

nate.  The DAC presented in this paper achieves higher linearity over the Nyquist Band 

for input signals above 45 MHz than all other CMOS DACs known to the authors. 
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VI.FIGURES 

 

 
 

Figure 1.1:  High-level system diagram of a 3-bit power-of-two-weighted DAC. 

 
 
 

 
 

Figure 1.2:  Decomposition of the output of a 1-bit DAC with mismatch error pulses into 

a linear pulse sequence and an offset pulse sequence. 
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Figure 1.3:  High-level system diagram of (a) a 3-bit power-of-two-weighted DAC and 

(b) a 3-bit unity-weighted DAC. 

 
 

 
 

Figure 1.4:  High-level system diagram of a general dynamic element matching DAC. 
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Figure 1.5:  Details of the DEM Encoder in the 14-bit DAC IC. 
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Figure 1.6:  System diagram of the 14-bit DAC IC. 
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Figure 1.7:  Simplified circuit diagram of the (a) first, (b) seventh, (c) seventeenth,  

and (d) twenty-first 1-bit DACs. 

 

 
 

 

 
Figure 1.8: Differential-to-single-ended conversion using a wideband transformer. 
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Figure 1.9:  Representative PSD plots of the DAC output with DEM disabled  

and enabled. 
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Technology TSMC 0.18 μm CMOS 
Update Rate 150 MS/s 
Package QFN 64 with exposed paddle 

Single-Tone SFDR @ 150 MS/s, 0 dBFS >83 dB across the Nyquist Band 
>77 dB across 2nd Nyquist Band 

Two-Tone SFDR @ 150 MS/s, −6 dBFS >84 dB (fout2 – fout1 = 1MHz) 

DNL @ 150 MS/s    ±1 LSB 

INL @ 150 MS/s  +2.5/-3.5 LSB 
SNR @ 150 MS/s 57 dB 
Full-Scale Current  16 mA 

Supply Voltages Analog: 1.8 V, Digital: 1.8 V,  
Clock Generator: 2 V 

Power Dissipation @ 150 MS/s 127 mW 
Die Size (including bond pads) 4.8 mm x 2.4 mm 
Active Area  3  mm2 

Figure 1.10:  Performance table. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1.11:  Die photograph. 
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Figure 1.12:  Comparison of recent state-of-the-art CMOS DACs. 
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Chapter 2                                                                     

 
On the Design of Dynamic Element Matching Encoders for High-

Linearity 
Digital-to-Analog Conversion 

I.  INTRODUCTION 

In a dynamic element matching (DEM) DAC, a DEM encoder maps a digital in-

put sequence to multiple 1-bit output sequences, each of which drives a 1-bit DAC.  The 

outputs of the 1-bit DACs are summed to form the output of the DEM DAC.  If the 1-bit 

DACs are nominally identical, then the structure is called a unity-weighted DEM DAC.  

In this case, for most input values there are several sets of DEM encoder output bit values 

that would result in the same DEM DAC output pulse in the absence of mismatches 

among the 1-bit DACs.  The DEM encoder exploits this redundancy to scramble the us-

age pattern of the 1-bit DACs from sample-to-sample such that the error waveform re-

sulting from mismatches among the 1-bit DACs has a noise-like structure that is free of 

non-linear distortion and spurious tones and has either a white or shaped power spectral 

density (PSD). 

Such DEM DACs have long been used as enabling components in delta-sigma 

data converters which require low-resolution but high-linearity DACs.  However, they are 

rarely used in applications that require input sequences with greater than about five bits 

of resolution, such as high-resolution Nyquist-rate DACs, because their circuit complex-

ity grows exponentially with the number of bits required to represent their input se-

quence.  Recently, segmented DEM DACs have been developed that overcome this prob-
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lem. 

Segmented DEM DACs have the same general structure as their unity-weighted 

counterparts except that the 1-bit DAC weights are not all equal and their DEM encoders 

function somewhat differently.  By having groups of 1-bit DACs with equal weights, yet 

having the weights of the 1-bit DACs in each group be larger than those of the previous 

group, sufficient redundancy can be retained for DEM to be effective without having 

complexity that grows exponentially with the number of input bits.  Given two DEM 

DACs capable of handling the same range of input values, the one with the smaller num-

ber of 1-bit DACs is said to have the higher level of segmentation.  Typically, a higher 

level of segmentation implies lower DEM encoder complexity but a higher ratio of the 

largest to smallest 1-bit DAC weights. 

Unfortunately, each segmented DEM DAC published to date has incurred a pen-

alty in return for the complexity reduction achieved by segmentation: the error resulting 

from mismatches is free of non-linear distortion only if the range of values taken on by 

the input sequence is restricted relative to the set of all possible input values.  Moreover, 

at least for the DEM DACs published to date, the higher the level of segmentation, the 

more the range must be restricted.  For example, the DEM DAC with highest level of 

segmentation published to date can handle an input sequence which takes on any of 

32,767 uniformly spaced values, but it is necessary to restrict the input sequence to the 

middle 16,385 values of this range to ensure that the error resulting from mismatches is 

free of non-linear distortion [1].  This corresponds to a 6 dB reduction in signal swing.  In 

terms of the signal-to-noise ratio (SNR), the signal-swing reduction can be compensated 

by reducing the circuit noise from the 1-bit DACs by 6dB, but doing so usually dictates a 
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significant increase in power dissipation.  Therefore, the published DEM DACs suggest 

that segmentation represents a tradeoff between circuit complexity and power dissipation. 

Nevertheless, the previously published work on DEM DACs does not address 

whether the range restriction problem mentioned above is a fundamental limitation of 

segmentation or just a limitation of the proposed segmentation techniques.  Moreover, 

while specific segmented DEM encoders have been described, general methods of syn-

thesizing segmented DEM encoders and analyses of their tradeoffs have not been pre-

sented.  This paper addresses these issues.  It proves that the range restriction problem is 

an unavoidable side effect of segmentation, and quantifies the optimal range that can be 

achieved by a segmented DEM DAC for each possible set of 1-bit DAC weights.  It also 

provides a general method of synthesizing segmented DEM DACs that achieve the opti-

mal input range. 

Although unity-weighted tree-structured DEM DACs have been shown to be gen-

eral in the sense that they can be designed to mimic any possible DEM DAC including 

any segmented DEM DAC, no general technique for synthesizing segmented DEM 

DACs has been published previously [1-3,5].  In this paper, the tree-structured DEM 

DAC is generalized to form the basis of the synthesis technique.  A side benefit of the ap-

proach is that it also provides a synthesis technique for unity-weighted DEM DACs with 

any number of 1-bit DACs; the original tree-structured DEM DAC architecture requires 

the number of 1-bit DACs to be a power of two. 
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II.  A GENERAL DYNAMIC ELEMENT MATCHING DAC 

A. Ideal Behavior 

A general DEM DAC architecture is shown in Figure 2.1.  It consists of an all-

digital block called a DEM encoder, followed by N 1-bit DACs.  Ideally, during the nth 

sample period, nT ≤ t < (n + 1)T, the output of the ith 1-bit DAC is 

 
( ), if [ ] 1,

2( )
( ), if [ ] 0,

2

i i

i

i i

K a t nT c n
y t

K a t nT c n

Δ⎧ − =⎪⎪= ⎨ Δ⎪− − =
⎪⎩

 (1) 

where ci[n] is the input to the 1-bit DAC, Ki is the weight of the 1-bit DAC, and a(t) is an 

analog pulse that is zero outside of 0 ≤ t < T.  By definition, K1 = 1 and each Ki for i = 2, 

3, …, N is a positive integer ordered such that Ki ≥ Ki−1.  The DEM encoder is designed to 

satisfy 

 ( )1
2

1

[ ] [ ]
N

i i
i

x n K c n
=

= Δ −∑ , (2) 

where x[n] is the digital input sequence to the DEM encoder.  Therefore, the set of possi-

ble input values depends on the number of 1-bit DACs and their weights.  With the ideal 

1-bit DAC behavior given by (1), it follows from (2) and Figure 2.1 that the output of the 

DEM DAC during the nth sample period is  

 ( ) ( ) [ ]y t a t nT x n= − . (3) 
It can be shown from (2) that if 

 
1

1

1
i

i m
m

K K
−

=

≤ +∑  (4) 

for i = 2, 3, …, N, then x[n] can take on all values in the set 

 , 1 , 2 , ,
2 2 2 2
M M M M⎧ ⎫⎛ ⎞ ⎛ ⎞− Δ − − Δ − − Δ Δ⎨ ⎬⎜ ⎟ ⎜ ⎟

⎝ ⎠ ⎝ ⎠⎩ ⎭
…  (5) 
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where 

 
1

N

i
i

M K
=

= ∑ . (6) 

Alternatively, if (4) is not satisfied then the minimum and maximum possible values of 

x[n] are still −MΔ/2 and MΔ/2, but some of the other values in (5) between these two ex-

tremes are not possible, so the range of possible input values is not contiguous.  Given 

that having a contiguous range of input values is desirable in most applications, (4) is 

taken as a design requirement in this paper. 

B. Behavior with Component Mismatches 

In practice mismatches among nominally identical components used to implement 

the 1-bit DACs cause the ideal behavior given by (1) to degrade to 

 
( ) ( ), if [ ] 1,
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( ) ( ), if [ ] 0,

2

i hi i

i

i li i

K a t nT e t nT c n
y t

K a t nT e t nT c n

Δ⎧ − + − =⎪⎪= ⎨ Δ⎪− − + − =
⎪⎩

 (7) 

where ehi(t) and eli(t) are mismatch error pulses caused by the component mismatches.  It 

is assumed in the remainder of the paper that the mismatch error pulses are non-zero only 

for the duration of the sample period.  Otherwise, no assumptions are made about ehi(t) 

and eli(t). 

An equivalent form of (7) is 

 ( ) ( )
1
2

1( ) [ ]
2i i i i iy t K t nT c n t nTα β

=±

⎛ ⎞= Δ − − + −⎜ ⎟
⎝ ⎠��	�


 (8) 

where 
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 ( ) ( ) ( ) ( )( ) ( ) , and ( ) ,
2

hi li hi li
i i

i

e t e t e t e tt a t t
K

α β− +
= + =

Δ
 (9) 

which can be verified by substituting (9) into (8) to obtain (7).  It is straightforward to 

show that (2) holds if and only if there exist constants, mi, and sequences, λi[n], that sat-

isfy 

 ( )1
2[ ] [ ] [ ]i i ic n m x n nλΔ − = + , (10) 

for i = 1, 2, …, N, where 

 
1 1

1, and [ ] 0.
N N

i i i i
i i

K m K nλ
= =

= =∑ ∑  (11) 

Therefore, the DEM DAC’s output signal during the nth sample period can be written as 

 ( ) ( ) [ ] ( ) ( )DACy t t nT x n t nT e tα β= − + − +  (12) 
where 

 
1 1 1

( ) ( ),   ( ) ( ),  ( ) [ ] ( ).
N N N

i i i i DAC i i i
i i i

t K m t t t e t K n t nTα α β β λ α
= = =

= = = −∑ ∑ ∑  (13) 

In the following, the three components of the DEM DAC’s output signal in (12) are re-

ferred to as the signal pulse sequence, the offset pulse sequence, and the DAC noise pulse 

sequence, respectively.   

The signal pulse sequence consists of the analog pulses, α(t − nT), scaled linearly 

by the input sequence.  As indicated by the first equations in (11) and (20), α(t), is a 

weighted average of the αi(t) pulses from the individual 1-bit DACs.  Thus, the 1-bit 

DAC mismatch error pulses cause α(t) to deviate somewhat from the ideal pulse, a(t), but 

in most applications this is not a serious problem because it has little effect on the SNR or 

spurious-free dynamic range (SFDR) of the overall DAC.   

The offset pulse sequence consists of the analog pulses, β(t − nT).   As implied by 

(12) and (20) the offset pulses are identical from period to period, independent of x[n].  
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Consequently, they result only in spurious tones at multiples of the sample frequency, so 

they do not degrade the SNR or the in-band SFDR of the overall DAC. 

The DAC noise pulse sequence, eDAC(t), is so-named because the DEM encoder is 

designed to cause it to have a noise-like structure.  As explained in the remainder of the 

paper, provided the number of 1-bit DACs and their weights are chosen with certain re-

strictions and then provided the input sequence stays within a certain range of values, the 

DEM encoder can be designed to ensure that eDAC(t) has zero mean, is uncorrelated with 

x[n], and is free of spurious tones, i.e.,  

 ( ){ } ( ) [ ]{ } ( ) ( ){ }E 0,  E 0,  and lim E 0.DAC DAC DAC DACe t e t x n e t e t
τ

τ
→∞

= = + = (14) 

In this sense the DEM encoder can be designed to ensure that the DAC does not intro-

duce non-linear distortion despite the mismatches among the 1-bit DACs. 

C. Input Sequence Representation 

In any practical DAC, each value of the input sequence is represented as a digital 

codeword.  By design convention, each codeword is interpreted to represent one of the 

values in (5) as described above.  This interpretation is useful when considering the be-

havior of the DEM DAC in the context of a larger signal processing system, such as a 

communication system, because it imparts a physical meaning to the input sequence in 

relation to the output waveform of the DAC as given by (12). 

Nevertheless, (5) is a set of M+1 uniformly spaced numbers, so each of its values 

can be mapped to, and therefore represented at the digital circuit level as, an unsigned 

integer in the range 0 to M given by  

 [ ][ ]
2

x n Mc n = +
Δ

. (15) 
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Hence, while the sequence of input codewords can be interpreted as a sequence of values, 

x[n], restricted to the set (5) as described previously, it can equivalently be interpreted as 

a sequence of values, c[n], restricted to the set of integers ranging from 0 to M.  It turns 

out that this latter interpretation is particularly convenient when designing the DEM en-

coder.  With this interpretation, it follows from (12) and (15) that the DEM DAC’s output 

signal during the nth sample period can be written in terms of c[n] as 

 ( ) ( ) [ ] '( ) ( )DACy t t nT c n t nT e tα β= − Δ + − + , (16) 
where 

 '( ) ( ) ( )
2
Mt t tβ β α= − Δ . (17) 

A physical interpretation of c[n] is as follows.  In the absence of mismatches, the 

DEM DACs output pulse during the nth sample period is the same as would be produced 

by adding the output pulses during the nth sample period of M 1-bit DACs all of weight 

K1 = 1, c[n] of which have their input bits set to 1 and the rest of which have their input 

bits set to 0. 

III. THE RANGE RESTRICTION VERSUS SEGMENTATION TRADEOFF 

The following theorem quantifies a price that is paid for the reduction in circuit 

area offered by segmentation, regardless of how the DEM encoder is designed.  

 

Theorem 1: A DEM DAC of the form shown in Figure 2.1 that satisfies (2) and 

(7) introduces DAC noise with the properties given by (14) only if x[n] is always larger 

than the smallest KN − 2 values of (5) and smaller than the largest KN − 2 values of (5). 
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Proof: Let p be the smallest integer for which Kp+1 = KN.  Given that Ki ≥ Ki−1, (2) 

implies that 

 2,1 2,2[ ] [ ] [ ]x n x n x n= +  (18) 
where 

 ( ) ( )1 1
2,1 2,22 2

1 1
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It is straightforward to show that (19) holds if and only if there exist constants, 

m2,k,i, and sequences, λ2,k,i[n], for k = 1 and 2, and i = ak, ak+1, …, bk, that satisfy 
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Substituting (8) and (20) into (23) implies that during the nth sample period 

 ( ) ( ) ( )2, 2, 2, 2, 2,( ) [ ]k k k k DAC ky t t nT x n t nT e tα β= − + − + , (24) 
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It follows from (22), (23), and Figure 2.1 that 

 2,1 2,2( ) ( ) ( )y t y t y t= + , (26) 
from (20) and (25) that β(t) = β1,1(t) + β1,2(t), and from (18) that for any G in the range 0 ≤ 

G ≤ 1 there exists a sequence s[n] for which 

 ( )2,1 2,2
[ ] [ ][ ] 1 [ ] , and [ ] [ ]
2 2

s n s nx n G x n x n Gx n= − + Δ = − Δ . (27) 

Therefore, substituting (24) and (27) into (26) and collecting terms implies that (12) holds 

during the nth sample period with 

 ( ) ( ) ( ) ( )2,1 2,21t G t G tα α α= − + , (28) 
and 

 ( ) ( ) ( ) ( )2,1 2,2 2,1 2,2( ) [ ]
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With (25) this can be written as 
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It follows that the expected value of eDAC(t) is zero for every set of mismatch error pulses 

only if the expected value of s[n] is zero.  For example, in the special case where the 

mismatch error pulses are zero for i = 1, 2, …, p, it follows from (9) and (21) that (30) 

reduces to 

 2,2, 2,2,
1

( ) ( ) [ ] ( ) [ ] [ ]
2 2

N

DAC i i i i
i p

e t a t nT s n K t nT n s n mα λ
= +
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∑ . (31) 

Since αi(t) for 0 ≤ t < T and each i = p+1, p+2, …, N is arbitrary because it depends on the 

mismatch error pulses, the expected value of eDAC(t) is zero only if the expected value of 

each term in the summation in (31) is zero.  However, in this case (31) implies that the 
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expected value of eDAC(t) is zero only if the expected value of the first term in (31) and 

therefore of s[n] is zero. 

Equations (19) imply that x2,1[n] is restricted to the set 

 1 1 1 1, 1 , 2 , ,
2 2 2 2

M M M M⎧ ⎫⎛ ⎞ ⎛ ⎞− Δ − − Δ − − Δ Δ⎨ ⎬⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠⎩ ⎭

…  (32) 

and x2,2[n] is restricted to the set 
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where 
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i N
i

M K M N p K
=

= = −∑  (34) 

Thus, for each value of x[n] in (5) with M = M1 + M2, s[n] must be chosen such that (27) 

yields values of x2,1[n] and x2,2[n] that are elements of (32) and (33), respectively.  

For (14) to be satisfied, it is further necessary for the expected value of s[n] to be 

zero regardless of x[n].  This can happen only if for each value of x[n] either s[n] is al-

ways zero, or s[n] is a random variable that can take on non-zero positive and negative 

values.  This is possible for a given value of x[n] only if either s[n] can be set to zero or 

there exist two non-zero values to which it can be set, one positive and one negative, such 

that (27) yields values of x2,1[n] and x2,2[n] that are elements of (32) and (33), respec-

tively. 

 

If G|x[n]| ≤ M2Δ/2, choosing 
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where q is an element of (33), causes the right equation in (27) to yield values of x2,2[n] 

that are elements of (33).  All other possible values of s[n] have larger magnitudes than 

those specified by (35).  With (35), 
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If G|x[n]| > M2Δ/2, then s[n] must be non-zero with a fixed sign for (27) to yield values of 

x2,2[n] in (33).  Therefore, G|x[n]| ≤ M2Δ/2, is a necessary condition to satisfy (14). 

Let 

 2

2 2N

MG
M K

=
− +

, (37) 

with which (27) becomes 

 1 2
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 (38) 
Therefore, when 

 [ ] 1
2 N
Mx n K⎛ ⎞= ± − + Δ⎜ ⎟

⎝ ⎠
, (39) 

(35) implies that s[n] = 0, so 

 1 2
2,1 2,1[ ] 1 , and [ ]

2 2N
M Mx n K x n⎛ ⎞= ± − + Δ = ± Δ⎜ ⎟

⎝ ⎠
 (40) 

which are elements of (32) and (33), respectively.  Furthermore, whenever the value of 

x[n] is an element of (5) between the two extremes of (39), it can be verified by substitu-

tion of (35) into (38) that every possible value of s[n] specified by (35) gives values of 
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x2,1[n] and x2,2[n] that are elements of (32) and (33), respectively.  

It follows from (18), (32), and (33) that whenever the value of x[n] is any of the 

KN smallest elements of (5), the value of x2,2[n] must be the smallest element of (33).  

Otherwise, the value of x2,1[n] would be smaller than the smallest element of (32) to sat-

isfy (18).   It follows from (36) that s[n] is forced to be either zero or a non-zero positive 

value when x[n] is any of the KN smallest elements of (5).  Moreover, since 0 ≤ G ≤ 1, (5) 

and (35) imply that s[n] is zero for at most one value of x[n] out of the KN smallest ele-

ments of (5).  By similar reasoning, s[n] is forced to be either zero or a non-zero negative 

value when x[n] is any of the KN largest elements of (5), and s[n] is zero for at most one 

of these values of x[n].  For the choice of G given by (37), it is shown above that s[n] = 0 

when x[n] has the values given by (39).  However, these values are the largest of the KN 

smallest elements of (5) the smallest of the KN largest elements of (5).  This implies that 

whenever the value of x[n] is any of the KN − 1 smallest elements of (5) or any of the any 

of the KN − 1 largest elements of (5), s[n] is non-zero with a fixed sign. 

 

IV. SYNTHESIS OF OPTIMAL-RANGE DEM ENCODERS 

It will be shown that a DEM encoder can be built from digital blocks called 

switching blocks. In Figure 2.2, Sk,r is a switching block which details will be presented 

later, and DACj is a DAC of with Nj 1-bit DACs of weight Kj where { }, 1 .j i i∈ + Ki+1 and 

Ki are chosen such that ( )'
1 / .i i iK K K +

+≡ ∈] Each DACj consists of a DEM encoder 

which ensures that DACj’s output has the form of (24), and its DAC noise has the proper-

ties of (14).  The inputs to DACi and DACi+1 can be interpreted as xk-1,2r[n] and xk-1,2r-1[n], 
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respectively,  restricted to the set 

 , , 2 , , ,  
2 2 2 2
j j j j j j j j

j j

R K R K R K R K
K K

⎧ ⎫⎛ ⎞ ⎛ ⎞⎪ ⎪− Δ − − Δ − − Δ Δ⎨ ⎬⎜ ⎟ ⎜ ⎟
⎪ ⎪⎝ ⎠ ⎝ ⎠⎩ ⎭

…  (41) 

where { }, 1 ,j i i∈ +   and j j jR R N∈ ≤` . Equivalently the inputs to DACi and DACi+1 can 

be interpreted as ck-1,2r[n] and ck-1,2r-1[n], respectively,  restricted to the set  

 { } { }, 1, , 1, ,  , 1 ,j j j jA A B B j i i+ − ∈ +…  (42) 

where ,  and ,j j j j jA B A B N∈ ≤` . Rj, Aj and Bj account for any range restriction that 

might be imposed by the DEM encoder in DACj. As mentioned previously, it is more 

convenient to work with unsigned integers when implementing the DEM encoder.         

ck-1,2r[n] and ck-1,2r-1[n] also have the physical meaning of the number of 1-bit DACs of 

weight Ki and Ki+1, respectively, that have their input bits set to 1. The two interpretations 

are related by 

 
1,2 1 1,2 1

1
1,2 1,2 1

[ ] [ ] ,  
2

[ ] [ ] ,
2

i
k r k r i

i
k r k r i

Nx n c n K

Nx n c n K

− − − −

+
− − +

⎛ ⎞= − Δ⎜ ⎟
⎝ ⎠

⎛ ⎞= − Δ⎜ ⎟
⎝ ⎠

 (43) 

and Rj, Aj and Bj are related by 

  and   .
2 2

j j j j
j j

N R N R
A B

− +
= =  (44) 

The input/output relationships of the switching block Sk,r are given by 

 
( ) ,

1,2 1 , , ,

,
1,2 , , ,'

[ ]
[ ] 1 [ ] ,  

2
       

[ ]1[ ] [ ] ,
2

k r
k r k r k r k r

k r
k r k r k r k r

i

s n
c n G c n b

s n
c n G c n b

K

− −

−

= − + +

⎛ ⎞
= − −⎜ ⎟

⎝ ⎠

 (45) 

where  
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 ( )
( ) ( )

'
1 1

, ' '
1 1 2 2

i i i
k r

i i i i i i

K B A
G

K B A B A K
+ +

+ +

−
=

− + − − +
, (46) 

 

 
'

, , 1
,

(1 )
2

k r i k r i i
k r

G N G N K
b +− −

= . (47) 

For a given range restriction in DACi, Ni is chosen such that 

 ( ) '
,2 2,  or equivalently, 0 1.i i i k rB A K G− ≥ − ≤ ≤  (48) 

sk,r[n] is called the switching sequence, and is given by 

   ( )
'

, , ,
' ' ',

, , ,

0, if [ ]
[ ]

2  or 2 , if [ ] ,  for 0
k r k r k r i

k r
i k r k r k r i i

G c n b K v
s n

w w K G c n b K v w w K
⎧ − =⎪= ⎨ − − = + < <⎪⎩

 (49) 

where v is a non-negative integer. The flexibility in (49) is exploited to ensure that 

 { } [ ]{ } { }, , , , ,E [ ] 0,  E [ ] 0,  and lim E [ ] [ ] 0.k r k r k r k r k rs n s n c n s n s n
τ

τ
→∞

= = + =  (50) 

 

Corollary 1: The DEM DAC in Figure 2.2 introduces DAC noise with the proper-

ties given by (14), if and only if its input ck,r[n] is restricted to the set of  

 { }, , , , ,[ ] , 1,..., 1,k r k r k r k r k rc n A A B B∈ + −  (51) 
where 

 ' ' ' '
, 1 , 11  and  1k r i i i i k r i i i i iA K A A K B K B B K+ += + + − = + − + . (52) 

 

Proof: From (43), xk-1,2r[n] and xk-1,2r-1[n] can be expressed as  

 ( ) ( )
1

' ' '1 1
1,2 1 1,22 2

1 1

[ ] [ ] ,   and  [ ] [ ] .
i i i

i

N N N

k r l k r l
l i N

x n c n x n K c n
++

− − −
= = +

= Δ − = Δ −∑ ∑  (53) 

where ( )' '
1,  /i i i iK K K K+Δ = Δ =  and cl[n] is the input to the 1-bit DAC in Figure 2.2. It 

can be seen that (53) is just (19) with a change of variables and 
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with { } 1,  1, 2,.., ,iK i p= ∈  in (19). Let D be a digital logic block implementing (27) such 

that 

 ( ) ' '
1,2 1 , 1,2 ,

[ ] [ ][ ] 1 [ ]   and  [ ] [ ]
2 2k r k r k r k r

s n s nx n G x n x n Gx n− − −= − + Δ = − Δ , (54) 

where xk,r is the input to the DAC. From (41), 

 

' ' ' '
1,2 1

' ' ' '
' ' ' ' ' '1 1 1 1

1,2

, 1 , 2 ,..., ,
2 2 2 2

, , 2 ,..., .
2 2 2 2

i i i i
k r

i i i i
k r

R R R Rx

R K R K R K R Kx K K

− −

+ + + +
−

⎧ ⎫⎛ ⎞ ⎛ ⎞∈ − Δ − − Δ − − Δ Δ⎨ ⎬⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠⎩ ⎭

⎧ ⎫⎛ ⎞ ⎛ ⎞⎪ ⎪∈ − Δ − − Δ − − Δ Δ⎨ ⎬⎜ ⎟ ⎜ ⎟
⎪ ⎪⎝ ⎠ ⎝ ⎠⎩ ⎭

(55) 

Thus following similar reasoning in the proof in Theorem 1, if G is chosen to be 

 
'

1
' '

1

,
2 2

i

i i

K RG
K R R K

+

+

=
+ − −

 (56)  

and s[n] is chosen using (35) while satisfying 

 { } [ ]{ } { }E [ ] 0,  E [ ] 0,  and lim E [ ] [ ] 0,s n s n x n s n s n
τ

τ
→∞

= = + =  (57) 

then the DAC noise of the DAC will have properties given by (14) if and only if xk,r[n] is 

restricted to be, , [ ]k rx n ∈ 

' ' '
' ' ' ' ' '1 1 11 , ,..., 1

2 2 2
i i i i i iK R R K R R K R RK K K+ + +

⎧ ⎫⎛ ⎞ ⎛ ⎞ ⎛ ⎞+ + +⎪ ⎪− − + Δ − − Δ − + Δ⎨ ⎬⎜ ⎟ ⎜ ⎟ ⎜ ⎟
⎪ ⎪⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎩ ⎭

. (58)  

From (54),  

 , 1,2 1 1,2[ ] [ ] [ ].k r k r k rx n x n x n− − −= +  (59) 
Using (43), (59),  

 
'

'1
, ,[ ] [ ] .

2
i i

k r k r
N N Kx n c n +⎛ ⎞+

= − Δ⎜ ⎟
⎝ ⎠

 (60) 

Substituting (43) and (60) into (54), it can be shown that (45) and (47) are equivalent to 

(54). It can also be seen that (46) and (56) are identical. Therefore, the switching block 
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Sk,r is equivalent to the logic block D. Using (44) and (60), it can also be shown that the 

restriction in xk,r[n] in (58) is equivalent to the restriction in ck,r[n] in (51) and (52). With  

(47) and (60), it can be shown that (49) is equivalent to (35). Using (60), it can also be 

seen that the conditions on s[n] in (57) are equivalent to the conditions on sk,r[n] in (50). 

Thus, with G chosen to be (46) and sk,r[n] chosen with (49) and (50), the DAC noise of 

the DAC has properties given by (14) if and only if ck,r[n] is within the range specified by 

(51) and (52).  

 

A. Synthesis of DEM Encoders for Unity-Weighted DACs 

If the DEM DAC in Figure 2.2 has 1 11,  0i i i iK K A A+ += = = = , 

1 1,  and i i i iB N B N+ += = , it follows from Corollary 1 that the permitted range of ck,r[n] is 

given by 

 { }, 1[ ] 0,1, 2, ,k r i ic n N N +∈ +… . (61) 
Thus, a unity-weighted DEM DAC of the form shown in Figure 2.1 with 

{ }1,  1, 2,.., ,iK i N= ∈ can be partitioned into 2 smaller DACs of Ni+1 and Ni+1+1 levels 

with a switching block Sk,r without any range restriction on ck,r[n]. The smaller DACs can 

in turn be further partitioned into yet smaller DACs. The process can be repeated until 

each 1-bit DAC in Figure 2.1 is terminated to a switching block. Since 

1 11,  0,  ,i i i i i iK K A A B N+ += = = = =  1 1and i iB N+ += at each step of the partitioning, Corol-

lary 1 ensures that there is no range restriction at each step. Thus, DEM encoders synthe-

sized with switching blocks for unity-weighted DACs are optimal in the sense that they 

do not impose any restrictions on ck,r[n]. An example for a 13-level DEM encoder is 
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shown in Figure 2.3.  

 

B. Example: A 13-level DEM DAC 

Figure 2.3 shows a DEM encoder consisting of 11 switching blocks for a 13-level 

DEM DAC. Each switching block Sk,r implements equations (45) - (47), and its switching 

sequence sk,r[n] is given by (49). Since 1 11,  0,i i i iK K A A+ += = = =  

1 1,  and i i i iB N B N+ += = for each Sk,r, (45) - (47) reduce to  

 
( ) ,

1,2 1 , ,

,
1,2 , ,

[ ]
[ ] 1 [ ] ,  

2
       

[ ]
[ ] [ ] ,

2

k r
k r k r k r

k r
k r k r k r

s n
c n G c n

s n
c n G c n

− −

−

= − +

= −

 (62) 

where  

 1
,

1

i
k r

i i

NG
N N

+

+

=
+

. (63) 

For switching block Sk,r, where { }( , ) (4,1), (3,1), (3, 2), (1,1), (1, 2), (1,3), (1, 4) ,k r ∈  Gk,r is 

1/2, and sk,r[n] can be chosen to be 

 ,
,

,

0   when [ ] is even,
[ ]

1 when [ ] is odd.
k r

k r
k r

c n
s n

c n
⎧⎪= ⎨±⎪⎩

 (64) 

The flexibility in sk,r[n] when ck,r[n] is odd is used to ensure that (50) is met. It can be ob-

served that the switching blocks in this case reduce to that the tree-structured switching 

blocks in [4]. For Sk,r, { }2,  1, 2,3, 4 ,k r= ∈  Gk,r = 2/3, and for each input, Figure 2.4 

shows the corresponding sk,r[n]. Similarly, (50) is satisfied through the flexibility in the 

choices of sk,r[n]. 

 



50 

 
 

C. Synthesis of DEM Encoders for Segmented DACs 

In this section, the synthesis of a segmented DEM encoder using switching blocks 

is presented. It is also be shown that the encoder is optimal in the sense that it has a range 

restriction no worst than that stated in Theorem 1. Figure 2.5 shows a segmented DEM 

DAC comprising of DACi of weight Ki, { }1, 2,..., .i J∈  Ki is chosen such that 

( )'
1 1/  and 1.i i iK K K K+

+≡ ∈ =]  Each DACi consists of a DEM encoder and Ni 1-bit 

DACs of weight Ki. The DEM encoder in DACi is implemented with switching blocks as 

described in Section A such that each DACi’s output has the form of (24), and its DAC 

noise has the properties of (14). It has been shown in Section A that a unity-weighted 

DEM encoder implemented with switching blocks does not restrict the input range of the 

DAC, hence the input to DACi is given by 

 { } { }[ ] 0,1,..., ,   1, 2,..., .i jc n N i J∈ ∈  (65) 

Each switching block Sk,1 { }1, 2,..., 1k J∈ −  in Figure 2.5 implements 

 

( ) ,1
,1 ,1 ,1

,1
1,1 ,1 ,1 ,1'

[ ]
[ ] 1 [ ] ,

2
[ ]1[ ] [ ]
2

       

k
J k k k k

k
k k k k

J K

s n
c n G c n b

s n
c n G c n b

K

−

−
−

= − + +

⎛ ⎞
= − −⎜ ⎟

⎝ ⎠

 (66) 

where 0,1[ ] [ ],Jc n c n≡  

 
( )

( )
'

1,1 1,1
,1 ' '

1,1 1,1 2 2
J K k k

k
J K K k J K J K

K B A
G

K B A N K
− − −

− − − − −

−
=

− + − +
, (67) 

 

 
'

,1 ,1 1
,1

(1 )
2

k J K k J K J K
k

G N G N K
b − − + −− −

= . (68) 

1,1 1,1 and k kB A− −  represent the end points of the set which the input to the switching block 
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Sk,1 is restricted where { }2,3,...,k J∈ , and 0,1 0,1and B A  represent end points of the per-

mitted range of DACJ. Therefore  

 { }1,1 1,1 1,1 1,1 1,1[ ] , 1,..., 1, .k k k k kc n A A B B− − − − −∈ + +  (69) 
Ni is chosen such that 

 '
,12 2,  or equivalently, 0 1.i i kN K G≥ − ≤ ≤  (70) 

The switching sequence to Sk,1 is given by 

( )
'

,1 ,1 ,1
' ' ',1

,1 ,1 ,1

0, if [ ]
[ ]

2  or 2 , if [ ] ,  for 0
k k k J K

k
J K k k k J K J K

G c n b K v
s n

w w K G c n b K v w w K
−

− − −

⎧ − =⎪= ⎨ − − = + < <⎪⎩
 (71) 

where v is a non-negative integer. Similarly, the flexibility in (71) is exploited to ensure 

that (50) is met.  

The design procedure begins with S1,1. G1,1 and b1,1 can be found from (67) and 

(68). Since (66) - (71) are just (45) - (49) with different indices, the range restriction on 

c1,1[n] is given by Corollary 1. Therefore 

 { }1,1 1,1 1,1 1,1 1,1[ ] , 1,..., 1,c n A A B B∈ + −  (72) 
where 

 ' ' '
1,1 1 1,1 1 1 11,   and   1J J J J JA K B K N N K− − − −= − = + − + . (73) 

Continuing with S2,1, G2,1 and b2,1 can be found  with (67), (68) and (73). Corollary 1 can 

then be used to find the range restriction on c2,1[n]. Knowing the range restriction on 

c2,1[n],  G3,1 and b3,1 can be found. In this way, all the switching blocks can be designed. 

 
Theorem 2: The segmented DEM DAC in Figure 2.5 will introduce DAC noise 

with the properties given by (14)  if and only if the input is given by 

 1,1
1

[ ] 1, , 1,..., 1
J

J J J J l l J
l

c n c K K K N K K−
=

⎧ ⎫≡ ∈ − + − +⎨ ⎬
⎩ ⎭

∑  (74) 
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Proof: From corollary 1, a DEM DAC will introduce DAC noise with the proper-

ties given by (14) if and only if the input is given by 

 { }1,1 1,1 1,1 1,1 1,1[ ] [ ] , 1,..., 1,J J J J Jc n c n A A B B− − − − −≡ ∈ + −  (75) 
where 

 2 2 2 2
1,1 2,1 1 1,1 2,1 1

1 1 1 1

1,   and   1J J J J
K K K KA A A B B B
K K K K− − − −= + + − = + − + . (76) 

However, since K1 =1, A1 = 0 and B1 = N1,  (76) becomes 

 1,1 2 2,1 2 1,1 2 2,1 1 21,   and   1J J J JA K A K B K B N K− − − −= + − = + − + . (77) 
It can be seen from (75) and (77) that if SJ-1,1 has been connected to a DAC2 directly, then 

2,1 2,1 20 and J JA B N− −= = , and  (76) becomes 

 1,1 2 1,1 2 2 1 21,   and   1J JA K B K N N K− −= − = + − + . (78) 
However, the top output of SJ-1,1, cJ-2,1[n] is connected to another switching block SJ-2,1, 

and this imposes restrictions on 2,1 2,1 and J JA B− −  which in turn impose restrictions on 

1,1 1,1 and J JA B− −  as indicated in (77). For SJ-2,1, 

 { }2,1 2,1 2,1 2,1 2,1[ ] , 1,..., 1,J J J J Jc n A A B B− − − − −∈ + −  (79) 
where 

 3 3 3 3
2,1 3,1 2 2,1 3,1 2

2 2 2 2

1,   and   1J J J J
K K K KA A A B B B
K K K K− − − −= + + − = + − + . (80) 

Substituting (80) with 2 2 20 and A B N= =  in (77), (77) becomes   

3 3
1,1 2 3,1 2 3 3,1 3

2 2

3 3
1,1 2 3,1 2 1 2

2 2

3 3,1 2 2 1 3

1 1 1,   

  

1 1

        1.

J J J

J J

J

K KA K A K K A K
K K

K KB K B N N K
K K

K B N K N K

− − −

− −

−

⎛ ⎞
= + − + − = + −⎜ ⎟

⎝ ⎠

⎛ ⎞
= + − + + − +⎜ ⎟

⎝ ⎠
= + + − +

 (81) 
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By recursively representing ,1 ,1 and J i J iA B− −  in terms of 1,1 1,1 and ,J i J iA B− − − −   

{ }3, 4,..., 1i J∈ − , respectively,  

 1,1 1,1
1

1,   and    1.
J

J J J l l J
l

A K B N K K− −
=

= − = − +∑  (82) 

Thus, if and only if the input to the DAC is restricted to the set given by (75) and (82), it 

follows from Corollary 1 that the DEM DAC introduces DAC noise with the properties 

given by  (14).  

 

D. Example: A Pair of 14-bit DEM DACs 

In this section, the implementation of a fully-segmented 14-bit DEM DAC [1], 

and a highly-segmented 14-bit DEM DAC [5] is presented. Figure 2.6 and Figure 2.7 

show the segmented DEM encoder for [1] and [5], respectively. In implementing the 

switching blocks, Sk,1, { }2,3,...,14k ∈  in Figure 2.6, and { }5,6,...,14k ∈  in Figure 2.7, 

the complexity of the DEM encoder can be significantly reduced with the proper choice 

of NJ-i and  '
J iK −  in Figure 2.5. Choosing 

 { }'2 2,   1, 2,..., 1J i J iN K i J− −= − ∈ − , (83) 

from (67), Gi,1 =1, and (66) becomes 

 ,1 ,1
1,1 ,1 ,1 ,1'

[ ] [ ]1[ ] [ ]  and  [ ]   
2 2

i i
i i i J i i

J i

s n s n
c n c n b c n b

K− −
−

⎧ ⎫
= − − = +⎨ ⎬

⎩ ⎭
 (84) 

where ,1= / 2i J ib N −  from (68). Furthermore choosing ' 2J i J iK N− −= = , (84) reduces to 

 ,1 ,1
1,1 ,1

[ ] [ ]1[ ] [ ] 1   and  [ ]   1
2 2 2

i i
i i N i

s n s n
c n c n c n− −

⎧ ⎫
= − − = +⎨ ⎬

⎩ ⎭
 (85) 

as shown in Figure 2.6 and Figure 2.7. Also, now (71)  simplifies to 



54 

 
 

 ,
,1

,

0   when [ ] is odd,
[ ]

2 when [ ] is even ,
k r

k
k r

c n
s n

c n
⎧⎪= ⎨±⎪⎩

 (86) 

Following from the previous argument, the flexibility in sk,r[n] when ck,r[n] is even is 

used to ensure that (50) is satisfied. The switching blocks Sk,r,, 1k = , { }1, 2,..., 28r ∈  in 

Figure 2.6, and { }1, 2,..., 4k ∈ , { }1, 2,...,36r ∈  in Figure 2.7, can be synthesized follow-

ing the procedure in Section A and B. 

 

In implementing a DEM DAC with a given input range, having more switching 

blocks with ' 1iK >  in (45) results in a smaller number of 1-bit DACs. Hence, switching 

blocks with   ' 1iK >  can be called Segmenting Switching Block as the number of seg-

menting block determines the level of segmentation. However, from Theorem 2, 2 2JK −  

of input range is lost where KJ is the weight of the largest 1-bit DAC. In a typical applica-

tion of current-steering DAC as in [1] and [5], each 1-bit DAC of weight Ki is imple-

mented with Ki unity-weighted 1-bit DACs controlled as a group. Thus, more unity-

weighted 1-bit DACs would be required in a DAC with a higher level of segmentation 

although the number of 1-bit DACs that need to be controlled would be reduced. There-

fore there exists a trade-off between the complexity and the power dissipation of the 

DEM DAC.  Figure 2.8 shows the trade-off for a 14-bit DEM DAC. For a DAC of 14-bit, 

a minimum of 16384 unity-weighted 1-bit DACs would be required, and it has been 

shown in Section A that if the 14-bit DAC is implemented with unity-weighted 1-bit 

DACs, there is no range restriction. However, the DEM encoder controlling the unity-

weighted DACs would require 16383 switching blocks, which is clearly impractical. On 
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the other hand, a DEM DAC with the highest level of segmentation is shown in Figure 

2.6 [1]. It contains a total of 27 switching blocks including 13 segmenting blocks and 28 

1-bit DACs which are implemented with 32766 unity-weighted DACs. From Theorem 2, 

since the largest 1-bit DAC has a weight of 8192, there is a loss of 16362. This translates 

to having a almost 100% increase in the power dissipation as compared to the minimum 

case. From Figure 2.8, it can be seen that having 10 segmenting switching blocks as 

shown in Figure 2.7 [5] provides a good compromise with 35 switching blocks and 18430 

unity-weighted 1-bit DACs. This corresponds to just a 12.5% increase in power con-

sumption compared to the minimum case. 

V.CONCLUSION 

This paper shows that that there is a fundamental input range restriction to a seg-

mented DEM DAC, regardless of how the DEM encoder is implemented. A general 

method of designing DEM encoder for unity-weighted DACs and segmented DEM 

DACs is then presented. The DEM encoders designed are optimal in the sense that they 

have a range restriction no worst than that fundamental input range restriction due to seg-

mentation. The methods are demonstrated via examples of a 13-level unity-weighted 

DEM DAC and a pair of 14-bit segmented DEM DACs. The power dissipation versus 

complexity tradeoff implied by segmentation is also studied through the 14-bit examples. 
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VII.FIGURES 

 

 

 
 

Figure 2.1:  High-level system diagram of a general dynamic element matching DAC. 

 
 

 
 

Figure 2.2:  DEM DAC with a switching block. 
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Figure 2.3:  A 13-level DEM encoder. 

 
 
 
 
 

S2,i switching block, G2,i=2/3, c1,i[n]=2/3c2,i[n]-s2,i[n]/2, 

and c1+3(i-1)[n]=1/3c2,i[n]+s2,i[n]/2, i∈{1,2,3,4} 

c2,i[n] c1,i[n] c1+3(i-1)[n] s2,i[n]/2 
0 0 0 0 
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-1/3 where P(s2,i[n]/2 = -1/3) =2/3 
2/3 where P(s2,i[n]/2 = 2/3) =1/3 

2 2 
1 

0 
1 

-2/3 where P(s2,i[n]/2 = -2/3) =1/3 
1/3 where P(s2,i[n]/2 = 1/3) =2/3 

3 2 1 0 
 

Figure 2.4:  Details of switching blocks S2,i. 
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Figure 2.5:  A Segmented DEM DAC. 
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Figure 2.6:  A Fully-segmented DEM DAC. 
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Figure 2.7:  A Highly-segmented DEM DAC. 
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Figure 2.8:  Trade-off in the design of the segmented DEM encoder. 
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Chapter 3                                                                        

 
Dynamic A 14-b 100-Ms/s DAC with Fully Segmented Dynamic Element 

Matching 

I.  INTRODUCTION 

A 14-b 100-MS/s Nyquist-rate DAC is demonstrated that achieves high linearity 

across its Nyquist band enabled by a dynamic element matching (DEM) technique called 

fully segmented DEM (FSDEM).  In contrast to previous high-resolution DACs wherein 

DEM, trimming, calibration, or special layout techniques are applied just to a subset of 

large current steering DAC elements [1-4], harmonic distortion from pulse-shape and 

timing mismatches among DAC elements is avoided because FSDEM manipulates all the 

DAC elements simultaneously.  This relaxes several design and layout constraints on the 

current steering circuits.  Unlike previous DEM techniques, the complexity of FSDEM 

does not grow exponentially with resolution, so it makes involving all the DAC elements 

in the DEM algorithm practical. 

II.  FULLY SEGMENTED DEM 

As shown in Figure 3.1, the DAC contains 28 1-bit DAC elements each of which 

consists of a switch driver and a weighted current steering (CS) cell.  During the nth 

sample interval, nTs ≤ t < (n+1)Ts, the differential output current from the rth DAC ele-

ment is either ( ) / 2r pos r sA t nTΔ −  or ( ) / 2r neg r sA t nT− Δ −  depending on xr[n], where Ar is 

the CS cell weighting factor (i.e., A1 = A2 = 8192, A3= A4= 4096, etc.), and ( )pos r tΔ  and 
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( )neg r tΔ  are return-to-zero (RZ) pulses that are zero for t < 0 and t ≥ Ts.  The RZ pulses 

are modeled as ( ) ( ) ( )pos r pos rt t e tΔ = Δ +  and ( ) ( ) ( )neg r neg rt t e tΔ = Δ + , where Δ(t) is the 

ideal LSB DAC pulse and ( )pos re t  and ( )neg re t  are DAC element mismatch pulses caused 

by DAC element pulse shape, timing, and amplitude errors. 

The purpose of the FSDEM encoder is to cause the error introduced by the DAC 

element mismatch pulses to be uncorrelated from the desired signal thereby avoiding 

harmonic distortion.  For each DAC input sample, x[n], where x[n] is an integer between 

−8192 and 8192, there are multiple sets of 28 DAC element input bits that would yield 

the correct overall DAC output pulse in the absence of DAC element mismatch pulses.  

At each sample time, the FSDEM encoder chooses one of these sets pseudo-randomly.  

The functional details are shown in Figure 3.2.  The FSDEM encoder consists of a tree of 

digital switching blocks that each use a pseudo-random sequence, sk,r[n], called a switch-

ing sequence, to calculate its two output sequences.  By design, the switching sequences 

are uncorrelated with x[n] and each other, and are white. 

It can be shown that the differential output current of the DAC for nTs ≤ t < 

(n+1)Ts is 

 ( ) ( ) [ ] ( ) ( , )out s s sI t t nT x n t nT e n t nTα β= − + − + − , 

 
where α(t), β(t), and e(n, t) are RZ pulses that depend on the DAC element mis-

match pulses.  Both α(t) and β(t) are signal-independent, so they do not introduce noise or 

harmonic distortion.   The e(n, t) term has the form 

 ( )
14

1,1 1,1 ,1 ,1 1, 1,
2

( , ) ( ) [ ] ( ) [ ] ( ) [ ]i i i i
i

e n t t s n t s n t s n
=

= Δ + Δ + Δ∑ , 
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where the Δk,r(t) terms are signal-independent RZ pulses that depend only on the DAC 

element mismatch pulses.  Hence, e(n,t) is an RZ pulse whose shape during each sample 

interval depends on the switching sequences.  The train of these pulses in Iout(t) is called 

DAC noise.  The above-mentioned switching sequence properties ensure that the DAC 

noise is uncorrelated with the signal, and that the nth DAC noise pulse is uncorrelated 

with the mth DAC noise pulse for every n ≠ m. 

Consequently, DAC element pulse shape, timing, and amplitude mismatches and 

the glitches they cause do not introduce harmonic distortion.  This eases several circuit 

design issues because linearity no longer depends on good component matching and low 

glitch power; mismatch becomes a secondary concern so the DAC elements can be opti-

mized for low parasitic capacitance and high output impedance to improve linearity at 

high frequencies.  It also obviates the need for glitch reduction techniques such as having 

a single high-linearity RZ switch circuit following the summed CS cell outputs [5].  In-

stead, each DAC element in the present design contains its own RZ switch driver.  Fur-

thermore, as indicated in Figure 3.1, the switch drivers are not even scaled linearly with 

the CS cell weights which saved circuit area.  Without FSDEM, this alone would have 

seriously degraded linearity.  Despite these benefits there is a drawback to FSDEM: twice 

the number of CS cells are required relative to a 14-bit binary-weighted DAC.  Hence, 

FSDEM is most appropriate for applications in which maximizing linearity is more criti-

cal than minimizing current consumption. 

III.CIRCUIT DETAILS AND MEASUREMENT RESULTS 

A simplified circuit diagram of one of the 28 DAC elements is shown in Figure 



67 

 
 

3.3.  It consists of a switch driver and a CS cell.  The switch driver consists of a flip-flop 

to retime the xr[n] bit and NAND gates to generate the CS cell switch signals.  The CS 

cell is a pMOS cascode current source with current steering switches.  The non-

overlapping two-phase clock signal and NAND gate circuitry are designed to achieve a 

low current-steering crossover point.  The RZ design ensures signal-independent switch 

driver activity and DAC element supply current.  The remaining dominant sources of 

high-frequency CS cell nonlinearity are nonlinear capacitance associated with the com-

mon source node of the switches, and nonlinear, finite current source output impedance 

[1].  The CS cell circuits were designed and laid out to minimize these sources of nonlin-

earity without regard to matching.   

The DAC is fabricated in a 0.18 μm CMOS process and is packaged in a QFN 64 

package with ground down-bonding. The emphasis of the floor plan is to ensure that cou-

pling from digital to analog circuits is minimized or data-independent.  Wide supply and 

ground lines, and multiple supply pins with double bonding are used to minimize para-

sitic resistance and inductance in the supply lines.  All ground lines are down-bonded to 

the exposed paddle of the QFN package to reduce parasitic inductance.  ESD protection 

is implemented on all pads of the IC. 

The DAC output was differentially coupled to a spectrum analyzer through a 

wideband transformer for testing.  The measured spurious-free-dynamic range (SFDR) of 

the DAC versus input frequency is shown Figure 3.4, and representative PSD plots with 

and without FSDEM enabled are shown in Figure 3.5.  With FSDEM enabled, the worst-

case SFDR values across the Nyquist bands are 74.4 dB and 78.9 dB for sample-rates of 

100 MS/s and 70 MS/s, respectively.  As expected, and in contrast to other high-
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resolution DACs, the measured SFDR values show little dependence on signal frequency.  

With FSDEM disabled, these values drop to less than 54 dB which is expected given the 

lack of attention paid to DAC element matching.  A full performance summary and die 

photograph are shown in Figure. 3.6 and Figure 3.7. 
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V.FIGURES 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 3.1:  Block diagram of integrated circuits. 
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Figure 3.2:  Signal processing details of FSDEM encoder. 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.3:  DAC element circuit details. 
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Figure 3.4:  Measured SFDR versus frequency 

 

 

 

 

 

 

 

Figure 3.5:  Representative measured PSD plots. 
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Technology TSMC 0.18 μm CMOS 
Update Rate 100 MS/s 
Package QFN 64 with exposed paddle 
Single-Tone SFDR @ 70 MS/s, 0 dBFS 78.9 to 82.3 dB across the Nyquist 

Single-Tone SFDR @ 100 MS/s, 0 dBFS 74.4 to 77.8 dB across the Nyquist 

Two-Tone SFDR @ 100 MS/s, −6 dBFS 
fsignal 1=13.97 MHz, fsignal 2=14.94 MHz 82.1 dB  

Two-Tone SFDR @ 100 MS/s, −6 dBFS 
fsignal 1=27.98 MHz, fsignal 2=28.95 MHz 82.8 dB  

Two-Tone SFDR @ 100 MS/s, −6 dBFS 
fsignal 1=45.99 MHz, fsignal 2=46.97 MHz 80.6 dB  

Full-Scale Current  16 mA 
Supply Voltages Analog: 1.8 V, Digital: 2.3 V 
Current Consumption @100 MS/s Analog:30 mA, Digital: 53.5 V 
Area (including bond pads) 4.8 mm x 2.4 mm 
Active Area  3.18  mm2 

 

Figure 3.6:  Performance table. 

 

 

 

 

 

 

 

 

Figure 3.7:  Die photograph. 
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