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t he soercdoenrd di stortion Dedmy d@ndtalrkioh tlke
t hlaitsmihte DACO®hréamMRisreicrpgnd er  dtiesitso rcthiyosne d
type of dynami-=cymbaolori rctad rl feadr e maer (1 S|
Chappeopdses a technique call eéednl SI sci
to DEM that-bpteDACt $ St her se@r o nfiddosnt @rrtoidaurc i
i n the DAC ountpurte s upetasstudr@GgfieesbdaDtAGC mpl e -
mented in a 90 ncm oGMASy nedctinanhoeh ttobgkspydd ilsS |
scrambHadathgi s presented in the chapter
Chapter 3 proposeasdaceéed®d®EMBNPwdi clal | ed
achieves t he sante ragldsadce sas hBEMOI se i n the

by stbhatti cDAIC error s.



Chapter 1
The EffecSysmbodl|l IInntteer f erence i n Dy

Mat chi nsg DAC

Abst daDytnami c el ement mat ching -pbDEM) i s
DACs to avoid nonlinear distortion that w
mat ches among nominally identical circuit

DAC to futhiysaohj ewvei vbel ti tDsA Ccso nmsutsiti ubeen tf rle
symbol interference (-bSt)DAC. mustthet edepe
samples of the DACO6s input sequence. This
anal ysesfettshef | S1i mae obhepobstohubDEM DAC(
ysis provides some surprising insights su
DEM the only nonlinear dorsdenrtdiont cratuisem. |
al so pdegemndass taorree i on techni qgureddrmhadi ctamrcte
in the DEM DAC6s first Nyqgdi st DALn dni isfmait rf

i s av.ail abl e

|. INTRODUCTION

Amu tbtiit diaqiatlaolg converter (DA@QHuemmeert
xn] , t o a-tdaomet iamwd wsgy oyfi)t.p ultn wwnisetf AAX@,st it he
di gital i nput sequehlicte disgimaglp ede d we mad g i tf

bit DAC, and t-lhiet obDAQutar o fyd)u.mmedde at-l ol yf, o rema



bit DAC gedervaettlesanaltowo out put waveform th
bet ween its two | evels when its input bit
mappixing ob-bit heDAC i nput sequenlcewelasidoft hteh
vari-bus DACs are designed -sdebhl tbatcuntt be
yt) xm] f dwi tahiln t he nth mrd o0,k Ip,er2,odé and ea
I n pracitdeeal, omiorncui t 1ibelh a\DIALCIS d @u deesv i il
this ideal behavior. Pardteiaclulcarricyuisti goneihfaivc
ponent mismatchesym@aibdl niomli enetarenaé¢ efl SI ) .
nominally identical cC-ompobAGsEsi hbatt ambkeg
flari cati on adheap emdiesret sa rgrncarl DIAIC tohue pnuutl.t iAdd
practhictalDAICs do not transition instantane
i ntroduce transientbie¢er DACHS Ltmamamentaee s
or more of its prior input bit values as v
errors are said to contain I SI. Asymmetry
of tbha IDACs, which typicall ysr essuwmlutsse sf rtcme
to contain nolkl¥li.near distortion |
Depending on the rbaltatDAvCe -lsiicta | ab Ar@y | otdin d
depending oxn t htetherme¢ uecanmf-bet MDACi phpusebst
that would vyi elyd tdhue nenagmetiheeak upenoifod 1 n t
n o-id e a l circuit behavior. Dynamic el ement
t hat ex plediutndd asnwoopmage the error caused by

[1534] . I n the absence of I S1, the only si



mi smatches in suchi &aeDEMdDAGD s r wbhes ed swi
a mbliti DAC without DEM it would be nonlin
mented sudhslet hatet her nios spectrally shaped

DACs or scrambl edatterDEM eDAGs Nyqui st

Unfortunately, DEM does not completely
| S35 [ Nevertheless, contr arer tsoh ocwsn vitemati ol
does have a significant effect on the 1 SI
ties the effect is beneficial

The paper analyses the -teifmhee cd wt pput sl Sdf
DACs. | n contpruabsliti,s hperde vwooruks | ynal yzes t he
DACs by model |l i ngtitres,-rlaSdegruate da e®ipIBc r estee u e
37 . Sushktriemtee model s are wusef ul for oversar
DEM DAC output is integratedtiapADLampl ed,
The sampling operation aliases the I SI int
si bl e tloy antocduerlatteh e-t i ®é ,-rassfnqarurde s csreeqduee nc e .
i n applications where the DAC output i s n
it is not possible to modelke slkegukeB8lceac dor i
most mplcihcati ons only a single Nyquist ban
accurately analyze the effects otfti In&j on
i npuwtf erred 1 SI -rnraotdee IDEM nD ANGy qaupi psliti cati ons,
t i cucdrairtliyc al

The results presented i nThéei ana@laypeirs ¢



general in that it applies to all types of
that the results +#eédec@©EtMo DAICIi ares@dntsi nwo
I S1 . It shows that the DEM DAC error resu
term, @arslecomdstortion telrinke aanndd amatye romm tn
al so contain nonlinear distortion tdsependi
are based otni me caomali ywuioust hey quantify the
bands of the DEM DAC and they are not sutl
above that i's inthiemenalMaldy peD.onl dissct bBeec

time analysis enables some new observati ol

mitigate | SI, and enables a new method of
I SI i n acmiasshbaticnhg DEM DACO6s first éNyqui st
1-bit DAC mi smatches is known.

The remainder of the paper consists of
reviews the gener-ail mé eémunl tdfACag a@omdt it rhieo uyse m
tions present the new resuhésgemherndle papm
cont i-tniumarserror introliutcedAQCY. eBedt iodn tlh\e
| S analysis with support from two append
make observations about prrivqwasliyn pbM i BA
Section VI presents the new nonlinearity

results from Section V.

'Thieh Nyqui &t banad, fér is defined ask tiNRervget of fr
(K 1)



[I. NYQuIsST-RATE DAC OVERVIEW

The DACXNn npiysgtaen sequence of digital <co

I's interpgetedonbegentde®sn to have a numeri cal
g MD [ MD, M D o M W
I 2 2 2 2}

wheMies the number of DACMiIsp@at plosveli vy emi mi
i's the DACOssinuefi saumdhet €ep ock rate of the

ti me anal og outptrtta@f o agigNRApaDAGoOoINs given
y(t) = X[ n] 2

whemkies a cdantmen Jatgs tvieon by f
n=gft , ©)

angft denotes the | argest fd nEax@enp Ineasnsd® ft b & e

out put waveforms from such a DAC are showr

The gener al f oirmmp loefmeant BA QG htilsatbehavi or
causedi dgahononircuit behavior i-¢di ghtbavh blho &
call ed anNZEmicto dEPACkaNdTBACEO Ut mutes summed t o

the overal y{(tt PAC. eutf put,

YO =& y( - (4
I n gener al , ittbhbei to udtApQu th aosf tthhee f or m
y()=%[n]K D &) (5)



wher e

1
xinl=dd -, ©)
| —
-4
2
cGlnl i sbittheDAC i nput sequence n(kKnvhsi cah ciosn setian

call eldi t hBACOSs eaft)e irgehptr,esaenndt s any d-bviation
DAC operation, such asi dh®@alseamaldodi citoc uiito
desi giKij seaahki=mntlel§ietnd d¥ 2, N3,EXamples of D
with differ-eibtACc lwei géng sofare shown in Fig.

For each such DAC, t he[ne,ncouwdehr tsheats it
N
a x[nKD =xn . (7
i=1

Substi®iuntag@wi (3hi nt o the result shows th
deviations from i dea(lf) NRASWBerhenva mger(ti) et he

wouladweht he i deal (2behavior given by

I1l. MISMATCH, TRANSIENT ERROR, AND ISI MODEL

Particularly si gnriefdilictanDAQGC ypebkawiformon
mat cfhreasm f abrication errors among nominall
theéil DACHstmomaneous ri se asnydnbfodl li nttrearfs
ence ?(hSc)sntreendiing DIACs ,-i dehaelsiet ineosn can be

modadal laes

2 n this contedftktdepShdocaonrsoi faml ybuthealcuo reme onma
past v@rldues of



ge, (0, ifc[n-1] 4 ¢[n] &
_teu(d ifeln-1 0, ¢[q] =
e, ifg[n-1 B ¢[n 8
fea(®, ifg[n-1 4, ¢[n] &

& (1) ©)
whee ft) eout) eodt) , ead)d are peri odi ¢ Tiawafdtdd aotr ms w
represent the error over each clock peri oc
ities of the chiirtr edMAC aindp ptr elyii to ulscalllouceks . Du
peri oe, tt DAEE)er nesr ,equal tep)etretty y @amae of
eedt) wavefor ms.

Exampbdiet IDAC waveforms are shown in Fig
t heeut) eout) endt) , eadt)d peri ods are eatcti £Eachi aet |
peri o®d)f @ifthewaveform represents the trans
i nput bit transition from 1 to Oedt)] O to
anat wfaokrems represents errors such as <clo
1-bit DACG6s current input Bttotk pechadgedh
uesedf e at the Tsendbckf peadcdlwd represent
err ore-olft tDAC when its | mpiit et riepri®E,s eanr (
the final setbtilti DA Ce rwhem adft st hemplut bit i s

Equa@imomdel s | &t Wepaewnsdai tonDAOGEs lcurren

previous input bit values. I n the special
a()=6,() and g, (t) =g, (t )
it f ol I(BytwhsHt)f rdoenp e nd s -tointl yDAQO st hceurlr ent i np

which case | SI i s avoided. This conditi on



t he st atlei tofDAG caht 1tThcel ocecnkd poefr ieovde.r yFor e x a

caldetdue e(®Zpi L DA, tt DRAC1 out put I's set t
ot her-isadgpahdent | evelTyclfoocrk ap eprarotdi.o nE xoafmp
bit DAC waveforms are shown in Fig9 5. It
holds in this case.

The model bdeecrabhbddhance the results d
the paper, adsut mOAChatut @adc h othilty DA@EE:N disn
bit values during the current and i mmedi a
known to thenaatboratetasswnmegteeadmer yhlodvelv e r
can easily be ext enbdietd.DA® ro uvetxpaunip |l veer e ft ot
i nput bit values during the effurcewmdd amal ¢
compose®8ipeovatiocmwa ealh Twiet hr epseurlitosd pr e
the remainder of the paper could be exten

this would complicate the equations, it wc

IV. EFFECTS ONDEM DACSs

Depegdon t he-bdhoiDA&C awfeiht s, there car
encoder output iftorv al wa sv etnh aDtA Cs a tnipsufty v al
satd hadendabhecly exampiwe, ghihewddld DACt ghown
Fi dh),Kid 1i=f olr, 2 ,(7)ies S8Bat isgd i egpirbhdeind® act | y
one of the encoder outputs is one and the

di fferent (redundant) sets of encoder out

o

ut put i n t hied eadbls ecnicrec wift nboenh a e i-bdirt. [MHPOGve v e



erret)s, vary -bfirtombAh et 01 anot her, each of th
effect on the overall DAC error in gener al

DEM DACs take advantage of redundancy
théedilt DACs to pmprernt idesitrabtiee overall D £
1bit DAC errors. A DEM DAC has the gener al
i SODEeM e n.c oldhreer DEM encoder selects its outpu
or psawmdlom al gorithm-médrati exed on ¢edundanap
sati ¢7j.ying

As expl aR ntelde icutfput bit sequences of ¢

as
1 1
==(m 24 1
cli=-(mkh ¥ ) 3 Ly
far 1, N2, wBbeme seaachconagnf ans, aeaeuence, an
N N
akKm=1 and gK/ f]=C 11
i=1 i3

I n NyrgautiestDACs the DEM encoder wusajnpl |l y is
sequences wel |-meaapnp,r owhiintaateen czeesrdob mas egr e un
wi K[t , i .e.,

E{/,[n]} =0

f
E{/i[n] /[nj}:o for m, ”5 regardless aof 1 @a?y

wherw HEH{enotes theuexpected value of

As sh®dawmpeinmdi x A, the output of a DEM LC

yt)=a®xn] +4£9 e, 13



wher e

a0=1+amle,® &0 &0 &) @y
b=7aleu) %) &) e a5
anaat) i s an error waveform thatxndeptemaes o

a(t) waveforapy, samd edndt)eos(t) oty , eadt)d dsipe -
ri odi cdt) sddar e
The desired sighAC complindinst e@f ti me
It follows from the result $hoenFoorApgpetmnc

f orm Winjt htee@ Bi s n

Ac{a®x{n]} =A(igx(e™) 1y
wheA@)is the tomei foaus el{t) tsansfor meond ou:
internvddd D. ©®., tthenec oFmotuirnveaust ransform of

ga(t) ifoct T,
a (t)=j 1
OV :'0 otherwise, @y
anX{(e™y i s t htei ndei sFcoruertieexin] t r Amis$ ocan obe i nt

the result of -apphyiagta(lLThyarfe sAjemers i t h
to an ide-al meownmens.uouwus afhe -iadbesaeln ccei rod u into nb €
A(j¥)i s the frequeneoy dreas phoon sde ofé rae gaueernq vy |
response. Example waveforms for ¢thiealcase
circuit beM(janmioordecvauastees somewhat from the

sponse, the devi-antvami arst | i aaredatrii adlyd ¢ mad n

10



Hence, the deviation rarely results in a ¢

Thit) te(@ B S&meriodic, so i$ abnmubtspbal
fs As these tones do not fal/l within any |
depend on the DAC input, they do not <caus:
cations.

Unf ortunea@de! ye(@ Bchaeem be probl ematic 1 n

shown in Appendix A, it can be written as
Eac(D) = Qm() *8sineal ) ®inonineal ¥ 8 ok X 13

wheewgt) i1 s error that arises f-irroant amtmgpmoenceu:

rise and fall transitions but not | SI, andc

that arise from I SI. Ther@hodes tfthesall atot

bit DACs. Expressi on(s Bafroerr devaecdh ionf Atphpee ntdd r
explained below. Thei@xpireslsiimeaar Isyh orwe It ehtad
version of t hesioRAlpeadr 35p @otrdearmaddd st orted ver
DAC input. They al so $lsowuf(tiradlhddeutithtee DE M
andsiotye ar el inkoei steer ms t hat are uncorrelated

Thent) expression is
eMM(t)za. e(t) ./[0] 1y

wheretpaddpea i odic waveform given by

el('[):e“j(t)- %0(1)2[')"%11() QD() _ (2 p

HencglRiisf s aduits f it ealilassiek e wavef ormeatnhatndi s

11



uncorrelated with the{nDALe qwuerude iGd vvemi tte,:
shape of the noise is a weighted -tsiume of t |
Fourier tr djs fwoarvnestf oorfmst hseet t o zet@ls out si d

(this follows from the r esbhultt DpArCess ednot endo ti

duce | Sl , -bi.te. DAG (% ecthchsfinilée s equiemsd) ent t o
expressio@pPderived in |
Thegiddarexpression is
aill 0
8si- inear (D) :ae[_)a mg (9 g f '1] 21
Cli= -
T/—/
=g(t)

wher egtpaddpeai odic waveform given by

a0 =3[es() -a0() &0 0. @3

Asot)y is a linearaottomhvebhormpeoipbtdheo 1§ fc
t heaadii(ar has t he sagnet genREMIDAOGIN chesi red
a oepneer i od del ayt anad stefaalTtods, o6i mi |l ar to t

desired si gamailddcrampemantv,al ent to the resul

to an i dedli mesoinoeinnaifp us Al't hough it i's an e
represents | inear erof)ort eanndds atlos ob ettyreu cnha gsnmi
in praé&ie,i ssorarely problematic in appli

The& sioni (thexrpr essi on i s

12



O

QSI—nonIinear(t) :é%a mzh( 8 -1] (2 3

=h(t)
wher edtpaddpea i odic waveform given by
M) =e;() (9 &) () @3
Asqt) is a lineardqfombhvefbor mpeofivbtiheo 185 foc

t hadioni (theak s equi valent to the result of ap

uods me vengni dn.oUnfortunately, this is a
i nput. As il Ixodni it €éd ipm offjiogh 1G] T o (
xnf1 9o it can be viewed -tasp tFleR cfoinbti enrag d owv

Xin]| each passed through a memorylessos- squar
linBar i S puarederecddindt ortion that is not add
gardl ess of whether DEM is wused.

Th@ swoije expression is

QSI-noise(t):% é/[nt] ’{n( 1] mﬁ(ﬂ‘ [/pl] - +

A n 4ade

2%

mx - 1 )5
Each term in the expr es]saind 1] i{s]apr b]p,ordt a0 on:
I L 2h ol d = sfofftleeni s -lai kneo i veaev 8 f Breamort haantd iuncorr e
wi Kl si multar Conse@uuelieltyer mhiencreases t he
of the DEM DAC output relative to cases ir

duce harmonic (@ipssosaiosaf pedvi Hedever, DEN
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spectrally shape the error arisilnlJg Fmom c
such casesabifye ptreorpno ajifajreinla)l ctaon someti mes |
har monic distortion via a mgchanism si mi]l
Comput er rseasnulltag itomat demonstrate the f
DACs with NR2Z2edcdiimmgeDAtCs are shown in Figur e
show output poweri ts fdsaeqgtimlean toefd talrec hi 4 ect ur e
[2D wiit hdBFS sinusoidal fmpu0fa8ddealsi onful fart
I-bit DAC errail avi)wedf) gr eagt)d model sit@atic cu
mat ches-oanderf i egsponenti al ) -eduernteenntt cturrarnesnite
mat ches and-cobnansinést wermechosen randomly
tions with standard devi aturBenshotwsOt B& 8&AGCG
owptut power spectrum with DEM disabled, i
terministic and memoryless (7aBdggiehiecane b
moni c di st orbtiitonDACG oemn rtohres 1in the form of
the power wrm®e csthrowm. thieg DACOs out put power
abl ed s(ukihs tshaatti sfi ed. As predicted by t he
secomnder harmonic distortion is visible i

bl ed.

V. PRIORDEM DAC IS| ERRORMITIGATION TECHNIQUES

A.RZ-bit DACs

I n principle, 1SI error can be avoided

14



RZ-blit DACE) si .sea.t,i sifbietd DAC.e adrmf dr DEMat el vy
DAC typically has a | ower desired signal g
tion ratio (SNDR) than a c cebmptarbDaAbdse. DIEhM D A
signal power o0e€bdur sDACesc acuasues eRZ2t hle DEM DAC
compob®xmt, to go to zero Boaroaok paei pdrimnc
t he -lRizt 1DAC outputs go t oJt)zeirso.a Tvhe isg hhtagd ¢
t heedt) epu(t) eodt) , ead)d waveforms (A iFrodi extaenp | ey
t he -RZt 1DAC wavef or nmlt) sihsowmeadarnl yFizger o5,f or
eveleg|l ock spoertiboed, power of the DEM DACOs de
any given Nyquist band is up to 6 dB | ower
NRZ-bit PRAes .|l ower SNDR otbictr DACscdintle NRZ

DACs with compar atbhil me taocamsstieemtts sheavd i cnggmp a

rors. Hence, the differemné iwa vdeBf obrentsw efeonr
two cases is smaller than the correspondi
sired signal component s.

These dr Riblkdictk sDAGs typically are not
i n power dissipati OACBecausaéel RZdissipate
bit DAC outputs go to zero:biForDA&€Lsamplpa ,c ¢
i mpl ement-t«a deo rogfhaessadac h cl ock period by ste

rents to dummy | oads. Hence, their power

STha(ry)t er @bf or an RZ DAC that goes to zero for half
with half the amplitude of -otf Hmadirso fgraand NaRlZ. DAC, al t

15



rettuaer o phase. Moreover, generating the e
the RZ behavior powesi pates additional

For these rbeiats onAsCs NaRZe 1o fstpeere df aNwarue &t

rate DACs. However, as quantified by the |
comes with | SI error.
B.Bal anced Rise and Fall Transitions

't has been rsuwpge&sttehdti MALr ieadr or from
1-bit DACOGs rising transient error is preci
I .@dt), edtfy in the not &t. ohhefr ddulst p aprees dn
cate that this is not completel y({)tramed. To
at) waveform must be zer o(9iasnds atthiissf-iheadp pbeyn
bit DAC, i .e.sbiitf DACE amley uisfe dRZA2HBa wd v er , i
2Pt hatea ssfo@{theaand most edioiBcheot emgern, i1t i

for judgty waeefyorm to be z@MKo.t hAss chaanp pbeen ss €

& (- & () =[€() &) 2%
for elvietr yDAC. I n p@2&icn i eddrtyp OMiCeviwhg | e no
nating error from | SI compl et d2pyr,edalciemi na

to theneal ceof)edeidfti condition for the speci e

noinde-al t 1DAC behavinesrt aing afnrecom snorut put tr a

C.l SShaping

Anot her method of mi tigati neg hearpriaarg f r

16



algorithm wi tdamtD EBhiosi Uteetmitsiolfyeet i smezaenr owi t h a
power spectr wmdtelrath iigsh3pBaescsio msditahpee dc o[nt ext @
presaebbe@d, the objecaln veuch t baecshotithes et enm
which are pr (o rwaivoenfaolr mso ctamec e | tehse cCcoOr r €
nonl (thear Gi v en(t)t hwaatv etf loe ms v ar Vi, utnipeneat-cvt e b |
tioned cancell ation nij@stt ercmn.url tPpa@ldlad wgd yf
2pt hat fiarledNZht Be fH@BcE@eabs (Doebtxole Ccan be
grouped as
(mAd+/[8)(mkny]  § n1l) @y

Theref orshapihneg laSligor i t(@ jf smuasnieaarnssuergeu etnhceaet
with aomseéemonili ghpass sipedétrNal éhape for ec

Unfortunatel y2 ytihtatf otlhlioswsc afnr @apmm | iys happ
correlated with the DAC i npsuitapiOnge aclognosreiqt
are not compatible witHL)PEM. encotibestypat
coders most apsppeoepd i-Mgtpeifdtk Csh.i ghnot her c ol
that the po@mef) ¢ me DtErMb D AICSal pwing al gor i t hms
bly contain harmonic distortion. This 1is
visible in the oushpapi spgeDEMaDAEPp M Nr eabhent &

hough its overall performance is very i mpr

V1. ISI NONLINEAR DISTORTION CANCELLATION

As shown in Section IV, ISI causes a seconder distortion term in the output

17



of a DEM DAC, i.e. 8sknoninealt) = d®)X[nex[nT 1] , dé)hisealTsperiodic wave-
form that depends on theblt DAC errors. In many application8sinoniinea(t) is far
more problematic than the DACOGs other err
technique that can suppressnoniinea(t) wi t hin the DEM DACo6s fi
providedUt) andd(t) are known a priori (e.g., through measurement as part of a cali-
bration algorithm).

The idea is to préistort the DEM DAC input. This is done by setting the DEM
DAC input segence to be

XM =%0 ©f h 23

wherex[n] is the original input sequence ax{n] is a correction sequence that causes
a term in the DEM DeAfenfhes(t)aver thefisst Nyquisthand. c anc e |

Thex[n] sequence is chosen such that
A, (1) X (&) + 1,01 W X g, monrea € ™) @ (29
forvlalfgd WIXge®i s thetidimscFeterei exn toGransf or m
is the <omei Foous edt) tseatn stfmrzare rod ot®t si de t
Ts, X 0inea€™) i s thetidinscFetei exfinpimanlsf oF me o f
first term d2Ditshe hleefptarsi od afthe DEM DACOGS
nent corr r[g]p,onadnidn gt teo second2 % er mhen ctome i In
oOutsi me Four i ersiohir(tadasxind h me p fxafale @ b yTher e -

fore (@¥hensati xf ifgsadsudn0o(thearlsl alppr oxionvaetrel y c

t he DEM DAC6s first Nyquist band.

18



The discretdime Fourier Transform o%[n] is Ts-periodic whereag\s(j ¥
andlp(j )are aperiodic functions that are not equal. Consequently, it is only possible
to chosexn] such thai29) holds for on€els-period. This is Whyasinoniinea(t) is only
cancelled over the first Nyquist band. Alternativedfn] could be chosen to cancel
@sknonlinea(t) Over thekth Nyquist band for any particula= 2, 3, @y ¥pr ovi de
is nonrzero over théth Nyquist band.

For a DEM DAC with ideal it DACs, Ut) = 1 andd(t) = 0, but bit DAC
errors causé(t) andd(t) to deviate from these ideals as described in Section IV. Still,
in practical, welldesigned DEMDACSs the deviation tends to be small enough that the
power ofesinoninea(t) IS muchlower than the power of the desired signal component
over the first Nyquist band. For instance, the simulation results shown in Fig. 9 for the
example DEM DAC indicate that the powereiinoniinea(t) in the first Nyquist band is
more than 65 dB lowdhan that of the desired signal component. It follows that the
mean squared value of tlgn] sequence required to can®i-noniinealt) in the first

Nyquist band is much smaller than the mean squared vakjis] oT his implies that
X st noninear €7 ) @ A{ X 1 k n 1} €}
whereApr denotes the discretane Fourier transform.
Substituting(30) into (29) and solving forX_(€"") indicates thak:n] could

be synthesized by passiklgn]xini 1] t hr ough a digital filter
t hat app h(p ¥A(mefdr irls<” & However, a practical problem arises in
that a digital filter with this frequency response would be camnsal. his problem can

be addressed by synthesizing a digital filter that approximates the desired frequency

19



response but with an integealued group delayP, and either driving it with
X[n]xint 1] a d v Rsampkes or bejting the DEM DAC input toxagn] = x[ni P]
+ X[n].

A systemlevel diagram of an example implementation is shown in Fig. 10. The
DEM DAC is identical to that described above. The digital filter is-#ap1FIR filter
with approximate frequency response

jug -ijTslp(jW)
Hem)@e iy for W et 31

whereP = 10. The digital filter was designed in three steps. First, the Réakdellan
algorithm was used to generate a zghase filter with optimum magnitude response
[39][40]. Second, the zerphase filter was delayed IB/samples in order to be made
causal Finally, the causal filter was fractionally delaydd][in order to better approx-
imate the nofinteger group delay implied by solvir§g1) for the randomly generated
mismatches. The filter has fractional impulse response values, so its output has finer
resolution than the Bit DEM DAC can accommodate directly. Therefore, dithered
requanti zation was applied to quantize thi
harmonic distortion42].

Figure11 shows the simulated DEM DAC output spectrum for this system. The
simulated DEM DAC and the correspondmg(t), eox(t), eoai(t), andewoi(t) waveforms
are identical to those used to generate the power spectrum shown in Fig. 9, but as can
be seen from a comparison of Figures 9 and 11 the additiginpfsuppressesisi-

nonlinea(t) N the first Nyquist band of the power spectrum of Fig. 11.

20



In practicel{t) andd(t) are not known a priori so they would have to be meas-
ured as part of a calibration system. For example, this could be done with a foreground
calibration algorithm that estimatek(e *Y &t several uniformly spaced valuesyof
betveen 0 and and then calculates the corresponding FIR filter coefficient values via
an inverse fast Fourier transform of the vector of estimates. Each estimate would be
obtained via an LMS algorithnd8]. For each value of, x[n] in the system of Fig. 10
would be set to a fukcale sinusoid with a frequencyof2, an ADC with appropriate
filtering would measure the second har moni
band, and the LMS algorithm would adjust the corresponding valdg@f* J fo zero

the measured second harmonic.

VIl. CONCLUSION

This paper quanti fi ebsi tt hDeA Cc omm bsiimmet dc heefsf,
stantaneous rise and fal |l -ttirmaen sa utipountss, oafn
DACs. The resul t$i ap PIAY eecot cumoesst amnmudl tail | t
known to the authors, and they-trmdudD&Mto
DAC results in the absence of |1 SI. Previo
i npwtf erretdi ché ssegeuence, tsdbythbedygy edbfrOt sqo

indi vidual Nyquist bands. ThpiE#sDGCss valcecregitm

the DEM DAC outputs are sampl ed, but i n O
typically lie in indivitduasl pMpeui atd db eersds .
these | atter applications in that they qu
demonstrated in the paper, they make it pc¢
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i n the Nyquist band dfeaidntter eestv.erTalH e nreevs u li
observation that for certain types of DEM

i s secdpd distortion.
APPENDA X

As i ndi@®,atatd annyt gitvhen ettihiaet o®BChe s

equal t @ut) o(® eot) , edty , dependi ngc[gn atnhde st

Gl 1] . Giajngni sheat t heriatdori t1 ffo@)rc aeva dbleh at

rewritten as

e(®=( oln A ¢lp)aO
(tch -)( ch)e ® .
(}qh-ﬂ(ﬁm)%(o
( ah-Y(1ch)e ®.

Substifiunt3@agd t he B)eisueés amtexpressi on

put dfh-btlhe DAC. This expression can be arr

vt =x[nla(dk DAY xfn 1:60

3
+x[n]x[n -]& t() 3
wher e
bi:;ll[eu(t) () &() e @5

at) is dAeamtby s dlweRi py 12 BHbH WM exampl e

andgl{ty waveforms corbriets pAQ ienxga mpol & hseh olwn i n
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Combi @iam@pPgi ves
X[NID =mkd A B . (35
Substitut(8pagndt htihse (4mgtisoué $, i nt o
yO=a (min Y[ d)dxK o +
(mxp- 94 1 94 (37

D
(mxp /W) (min-0 4 B2

coll ecting t élrims eyd di)ng pAly iesn§) wHI@r e s
gi ve@ihty i s dlipveamh)y i s dlLprédmdblyh
APPENDB X

The result ptasesnesceat obneliosw niont new. How
are not aware of a textbook or paper that
plain the results of this paper, so it 1is

Leat) beTspenryi odi ¢ wa]v ebfeo rame, | séetegtu e n ¢

s() = afregft g (3

_ga(t) ifoct a/f,,

%0 }0 otherwise. @9
Thelt) can be written as
2 A 0
s0=8 aa - &1 @y
n=- o (; s -



't foll ows t-hamet Feucoedt) Miuaogif wvem oy

()= A (WA die™ =A( | pr ") @

n=-n

wheAA@E)i s the tomei Foous eat) T rRet's’f arsmtdife di ¢

crdagtiene Fouriem transform of
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FIGURES
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Chapter 2
An | S| Scrambling Techniqgue for Dyn

reddt eering DACs

Abstd abe | i neamred gl wtfi-sochne gdu rArga ndhil goigt a |

converters (DACs) -sysmhodlIt einntldrnfiereedn chey (ilnS 1

el emeantchi ng (DEM) can be applied to conve
noi se instead of nonlinear distortion, DE
troducing -etdengnerktbndar distortion. Thi
by pparsoi ng, analyzing, and expertio medidtea Ihl-y

nique, called I SI' scrambling, that, in cor
free of nonlinear distortion. TheGSI/SI, scr e

14i EMDDAC i mplemented in 90 nm CMOS tech
l inearity is in |Iline with the state of the

match those predicted by the paperds theort

|. INTRODUCTION

Inter-symbolinterference @I) often limits the linearity of highesolution cur-
rentsteering digitato-analog converters (DACS). It is caused by parasitic memory ef-
fectswithint he DACO s -bibDAE4, whichucausd eackhit DAC output
waveform to depend not only onthébli t DACOGs current input b

one or more of its prior input bit values.

37



Dynamic element matching (DEM) is often applied to milticurrentsteering
DACs to cause error from clock skew and component mismatches to bdikmise
waveformsinstead of nonlinear distortiod4-52]. It also causes some of the ISI to be
a pseudaandom waveform, but even with DEM the ISI contains at least a strong sec-
ond-order distortion componens3].

The most effective previousiyublished means of mitigating DAC ISl is to im-
plement the constituentdit DACs as returtto-zero (RZ) tbit DACs. RZ 1bit DACs
are reset to a signaldependent state at the end of each clock period. This mitigates
ISI becaise it reduces the dependence of thet DACs on past input bit values. Un-
fortunately, the techniqueb6s efficacy deg]l
duced time available to discharge sigdapendent-bit DAC circuit nodes during the
reset phae. RZ 1bit DACs are also significantly more sensitive to clock jitter than
their nonreturnto-zero (NRZ) counterparts, particularly at high clock frequencies, and
they typically consume more than twice the power of comparable NBZDACs.

Other prevously published IShitigation techniques measure and then sup-
press ISI by trimming the delays in théoit DAC switch drivers $4], canceling part
of the ISI in either the digital or analog domab3,[55-57], or dynamically reordering
the Xbit DACs to minimize the ISIH8-59]. The downsides of these techniques are that
they require analotp-digital converter (ADC) based ISI measurement cirguttneir
accuracy is limited by that of the measurement circuitry, and they are foreground cali-
bration techniques so they do not track changes in voltage or temperature.

All -digital 1SI-mitigation techniques have also been published in which a
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modified DEMalgorithm spectrally shapes the 180{63]. These techniques are useful
in oversampling continuottime deltasigma data converters. However, as proven in
[53], it is not possible for any such technique to suppress nonlinear distortion across
the full Nyquist band, so they are not wellited to wideband applications that utilize
the full Nyquist badwidth of the DAC.

This paper presents a simple, loast, adeon technique called ISI scrambling
that works in conjunction with DEM to address these problems. By psendomly
scramblingeach-bi t DACO6s transient errarorcomt he tec
ponent that would otherwise have been nonlinear distortion into alikasgaveform
that is free of nonlinear distortion. The paper presents a rigorous mathematical analysis
of the technique, presents a 90 nm CMO&S/s, 14bit DEM DAC enabledy the
technique that achieves linearity in line with the present state of the art, and shows that
the measured results closely match the performance predicted by the mathematical
analysis. Furthermore, the paper presents the first published experidentaistra-
tion of a key theoretical result presented58] [in that when the technique is disabled,

the ISI nonlinearity manifests primarily as sedamder distortion.

[l. 1SI SCRAMBLING TECHNIQUE

A conventional DEM DAC consists of a DEM encoder that drives multiple 1
bit DACs, the outputs of which &4.&€esummed

output of thé™ conventional 1bit DAC is

y () =(ciln] $)K Dex}, (4 2
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whereci[n], which takes onvaluesofOand 1,isthei t DACO6s binary i np
Kiisthetbi t DACG6s weight, & i s thesize®@®r al I DE
representsthe-hi t DACOs e mr=cfddisvthevlaagest integer less than
or equal tofd, andfsisthetbi t DACOs 53d'mpl e rat e [
The ISI scrambling technique is a supplement to DEM that converts what would
otherwise have been nonlinear ISI error into psewaaolom noise. It incorporates 1
bit DACs that are modified to periodically swap the transient errors that cause nonlinear
distortion in conventional-bit DACs. Each modified-bit DAC, called an ISI scra-
bling 1-bit DAC in the remainder of the paper, can be configured intireal to be
taken offline and to swap its transient errors.
The idea is to control each of the48&rambling 1bit DACs such that it spends
an equal amount of time with its transientors swapped and not swapped on average,
which causes the average rise and fall transient errors to be symmetric. This is illus-
trated in Fig. B. Fig. 13(a) shows an examplelit DAC output waveform, Fig.3(b)
shows the corresponding output waveforithvits transient errors swapped, and Fig.
13(c) shows the average of the two cases.
Each ISI scrambling-bit DAC is taken offline when it transitions from swap-
ping to not swapping its transients, or vice versa. This reduces the disturbance to the
overall DAC output caused by inverting the swap state. When an ISI scrambtiing 1
DAC is offline, an auxiliary dbit DAC is used temporarily in its place.

A block diagram of the implemented ISI scrambling DEM DAC is shown in

AThe prime character is used in this pbaipterDACSs.deno
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Fig. 14. It consists of the digitdDEM encoder presented id7], a digital ISI scram-
bling controller, 20 conventionatdit DACs, and 17 I1SI scramblinglit DACs. The

ISI scramblingl-bit DACs are shaded in Fig@4. The conventional-bit DACs have

wei ghts 1, 1, 2, 2, 4, 4 , -t DACsalllhadvea 51 2,

weight of 1024. As proven in Section 1V, only the 18#dight bit DACs contribute
nonlinear ISl erroto the overall DEM DAC output, so the othebit DACs need not
be ISI scrambling -bit DACs. The top 1024veight ISI scrambling -bit DAC shown
in Fig.14is the auxiliary 1bit DAC. The remaining 102#veight bit DACs are called
theprimary ISI scramblng 1-bit DACs.

The ISI scrambling controller coordinates taking the primary ISI scrambling 1
bit DACs offline and inverting their swap states. It generatesifhg¢andwi[n] binary
sequences that control the online state and the swap state, respectiwzch ISI
scrambling 1bit DAC.Y The ISI scrambling controller waits a random number of clock
cycles between taking randomdglected individual primary ISl scramblingbit
DACs offline. The number of wait cycles is chosen from Nigay with equé proba-
bility where Npelay iS a register setting that ranges from 16 to 65536. The purposes of
the random wait time are to prevent the ISI errors from being correlated with the input
and to avoid introducing periodic disturbances to the overall DEM DA@ubuhat
could result in spurs. When selected by the ISI scrambling controller, each primary ISI

scrambling 1bit DAC is taken offline for 8 clock cyclemd its swap state is inverted

a

YA sequence niimndedaxedc nwictakk | meaf oanti onpubut is refer

because it r emaicths saanpd tea rmpte r 0 wodalr.
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after being offline for 4 clock cycles. The auxiliarpit DAC is offline when it is not
taking the place of one of the primary ISI scramblidAgtIDACs. When the auxiliary
1-bit DAC is offline, the ISI scrambling controller randomly inverts or does not invert
its swap state with the objective of ensuring that its risefalhdransient errors are
symmetric on average.

A behavioral block diagram of each I1SI scramblingittDAC is shown in Fig.
15. It contains a conventionatdit DAC with additional components that implement
the ISkscrambling features. Trewmmponents within the shaded box together behave as
a 3level DAC with ideal outputs5 1 2 &8, 0, and 512a&, where the
responds to the offline stata[(x] = 0). The errorgsi(t), represents the error of the 3
level DAC. It includes therror of the conventional-it DAC as well as that of the
oi[n]] multiplier.

The ISI scrambling controller swaps the ISI errors of the conventichdl 1
DAC by settingni[nt] = 1, which causes two inversions in the signal patt{iod. The
first inversion is caused by the XOR gate and the second inversion is caused by the
pi[ny] multiplier. In the ideal case whesg;(t) = 0 and the multipliers are errbee,
yi(t) is an exact analog representatiorcifri] when the ibit DAC is online fi[ny] =
1), because the input signal passes through the XOR gate and the multiplier unchanged
if swapping is disableda{[ny] = 0), and the two inversions in the signal path cancel
each other out if swapping is enablad ] = 1). The errorezi(t), only passes tbugh
a single inversion when the transients are swapped which allows its polak{ty ia

be controlled by the ISI scrambling controller.
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[1l. CIRCUIT DETAILS

In conventional DEM DACs with NRZ-bit DACs, the nonlinear portion of

the ISI errorprimarily consists of seconarder and thirebrder distortion $3, 65].
However, to the extent that the output of eadhit DAC is negligibly affeted by the
states of the other-lit DACs, the ISI error consists of just secamder distortion
[53]. The ISI scrambling technique mitigates settonder distortion, so the circuit ar-
chitecture was chosen to separately mitigate tbicter distortion by minimizing the

extent to which the-bit DACs influence each other as described below.

Figure16 shows the currergteering cell and switch drivéinat comprise each
1-bit DAC. TransistoM; sets the signdbearing portion of the-bit DAC current, so
its dimensions are large to facilitate good match@). [The dimensions oM> are
comparatively small t parasitealtput capaditdnee ardu r r e n t
thereby reduce ISB[/].

TransistorMkaandMkpfor k=3, 4, and 5 steertheldli t DA C-Bearing i gn al
current to one or the other of its two output terminals or divert it away from both output
terminals depending on the statexipfii] and oi[ng according to the timing diagram
shown in Fig17. A quad svitching technique is used wherein the transiskbys and
Mk for k=3, 4, or 5 each conduct thebli t D A C-bearing curgentdol half of
each clock cycled8-71]. This improves DAC linearity because, as implied by Eif.
exactly one switch turns on and exactly one switch turns off at each clock edge which
causes the disturbance to the sourceédiafandMk» to be largely independent of the

1-bit DAC input [69]. The gate voltages ®flk a and Mk p are such that each transistor

4 3



IS in saturation when it conducts current, which increases-the ¥ DACO0S out put
pedance.

Thick oxide transistordle throughMg implement the b i t DACO6s trans
swapping feature. When thebit DAC is online, i.e., wheni[ng] = 1, they swap or do
not swap the connections between their sources and theliw®AC outputs depend-
ing onwi[ng]. Togglingwi[ng while the Xbit DAC is online would result in different
transient errors than togglingn] and contribute sigficant distortion to the DAC
output. Hencewi[ny] is only toggled when the-fkit DAC is offline. Togglingwi[n]
when the 1bit DAC is offline still causes unwanted charge to be injected into the
DACO6s output terminal s, ethhetcausersioganddallingt hi s ¢
transitions of the gate voltagesM§ andMy coincide with falling and rising transitions
of the gate voltages &flz andMs, respectively. Furthermord,and@ change state at
random times so any error from charge injeciios i ndependent of the
code and does not contribute harmonic distortion.

The levelshifter in Fig.16(b) that drives the gates bl throughMg is powered
by an onchip LDO similar to that presented iiZ], except that an external bypass
capacitor is used instead of an internal Miller capacitor. The LDO output voltage is
such that wheul is high and® is low, Ms andMpo are in saturation anell; andMg are
off, and wherd is low and@is high,Ms andMo are off andVl; andMg are in saturation.
KeepingMe throughMg in saturation when conducting thébli t DA C-bearing i gn a l
currentincreasestheldi t DACOGs out put | mp eddpendenee, t her

of its transient error b3 Hdnee, imaddtionad | DEM
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implementing the transient swapping feativig,through Mg perform the function of

the cascode stages commonly used in conventional ctesring 1bit DACs [50,
55-56, 58-59, 65, 70, 74]. As such, they improve overall DEM DAC linearity at the
expense of a small reduction in headroom. TkhRe current sources shown in Fig.
16(a) preventMs through Mio from entering triodevhen not conducting the-Hit
DACO s -leariggcarient, thereby reducing nonlinear distortion that would other-
wise be caused by codiependent output capacitance variatiof#. [

Two versions of the IC were fabricated that differ only in that ealoit DAC
in the second version includes an extra cascode stage. The second version was fabri-
cated to evaluate the effect of further increasing the DAC output impedances. The
measured performance of the two versions was found to be indistinguishalale, whi
supports the assumption made in the analysis in Section IV that the error caused by
finite 1-bit DAC output impedance is negligible, at least relative to the linearity
achieved by the IC as reported in Section V. Hence, this paper presents the tletails o
only the first version of the chip.

The main sources of transient errors that cause nonlinear ISI are the skews be-
tween the rising and falling edges of the gate voltag@8:9fMzn, Maa, andMa,, and
mismatches amonylza, Man, Maa, and Map. The transienswapping feature imple-
mented byMe throughMg swaps these transient errors, but does not swap any additional
transient error introduced by mismatches amidsghroughMe. However, the imped-
ance looking into the sourcesM§ throughMg is relatively low, so mismatches among

Ms through Mg do not causesignificant transient errors. Monte Carlo simulations
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support this assertion. With mismatches applied onidthroughMo, they predict a
second harmonic of |[-scalessinasbidalnnput $equendeBla f or
contrast, with mismatches apgdi to all transistors excepts throughM, ISI scram-
bling disabled, and the same fallale input sequence, they predict a second harmonic
of 172 dBc.

As explained in Section Il eachllt DAC has a weighKi = 1, 2, 4, 8, ..., or
1024. Theoveral DEMD& 6 s mi-si enp ms i zA, sotheenominas sighal 4
bearing current sourced b1 andM: in theK; = 1 1-bit DAC is 1.2¢A. The current
steering cells in th&; = 2, 4, and 8 -bit DACs were implemented by increasing the
widths ofM1 andM: by factas of 2, 4, and 8, respectively, relative to those irkihe
1 1-bit DAC while keeping the dimensions of the other transistors unchanged. The cur-
rentsteering cells of weightsi = 16, 32, ..., and 256, were implemented by replicating
each transistor itheK; = 8 currentsteering cell 2, 4, 8, ..., and 32 times, respectively,
with the replicated transistors connected in parallel. Thi RACs of weight 512 and
1024 were implemented as parallel copies okive 256 1bit DAC.

In the currenisteering ells of weightK; = 1, 2, 4, and 8 in whicNs through
Mo are each implemented with weight transistors, the nominal valuelgtxe is
280 nA. In the currensteering cells of weight; = 16, 32, ..., and 256, in whid¥le
throughMa are each implemented by connectingk2 unit-weight transistors in par-
allel, the nominal value dficke is 3% of the signabearing current.

Better matching could have been achieved by implementing leaskight

currentsteering cell foKi O 2 by s i mpHK ygnit-weight cueecrsteerma
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cells in parallel. However, doing so would have significantly increased the required
currentsteering cell drive strengthfsi O 2, whi ch wo udinglyinh av e
creased the area and current consumption of the switch drivers.

In the absence of other considerations, the best switch driver scaling strategy to
match the bit DAC transients is to have the weight of each switch driver be propor-
tional to the waght of the currensteering cell it drives. The switch driver latches are
as described in74], and in TSMC 90 nm technology a minimtsize latch ha more
drive strength than is required to driv&ia= 1 currentsteering cell. Consequently, if
the latches were scaled in proportion to the curs&ering cells they would consume
far more area and power than necessary. Instead, all cateening ckbs are driven
by copies of a switch driver that is optimized to driv€ & 256 currenssteering cell.
Dummy transistors are used to load the switch drivers in eddDIAC with a weight
of Ki = 128 and lower, so the loads driven by all the switchedsiare approximately
equal to the load of & = 256 currensteering cell.

As proven in Section IV, ISI scrambling is not necessary-lit DACs 1-20.
Hence, the ISI scrambling feature is disabled in theisie RACs by settingyi[n] and
wi[n] to 1 and O, respectively,fo=e 1, 2, é&.Alteth&tively,rthd |Siactain-
bling circuitry could have been omitted frorsbit DACs 1-20, but this would have
degraded matching.

The clock input buffer is a twstage differential to singlended enplifier. The
first stage is a differential pair with dio@®nnected load transistors, and the second

stage is a differential pair with a current mirror load. The clock input buffer drives a
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clock tree that distributes the clock to th@il DACs. The tageted total jitter of the
clock input buffer and clock tree is 100 fs RMS, and was verified via simulation. The
jitter target ensures that the jitter does not limit the noise performance of the DAC when
DEM is enabled.

The placed and routed (P/R) digitéd&k, clock input buffer, bias circuitry, and
set of switch drivers are each powered by their own power domain to reduce coupling
through the supplies. The power and ground are distributed via wide traces to reduce
supply impedance, and extensiveamp decoupling fills most of the unused area in

the chip.

V. ANALYSIS

This section along with the appendices presents a mathematical derivation that
guantifies the behavior of the ISI scrambling technique. It also develops theoretical
DAC output PSD expressionsathare compared against and closely match the corre-
sponding measured power spectra in Section V. The section and appendices may be
skipped without loss of continuity by those who are not interested in the mathematical

details.

Al SI Scr®mbl DALt DMo ¢e |

I n conventstoamari cgurDAOGY, particul arly s
i nclude mi smatbche DALmMgQnNn g rtamesilent errors, |

For mosstearregt DACs, t hesé€it) e (grBo s s-walt & do
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DAC to introrddiecre sredc omaelder alnohmil gmemar di st
but, aisbBhoWEM prevenodsdald Inbrulti seaondli st c

It follows from Fig.15thatpiZn] = 1,
plnl=1 2wlnl, andc'[p] G 3} A 3 4%
s0(42) andFig. 15imply that
y(®=x[nld d KD #)t, @y
wher e
x[nl=dnal -, 43
ande(t) represents all error from nodeal behavior. To the extent that fpy] mul-
tiplier is ideal, Figl5implies that
e()=nlnlg(} )

Given thates(t) during thenth clock period depends on whether the ISI scram-
bling 1-bit DAC is offline or online during thethandfi 1) t h ¢l ock peri ods
venient for the following analysis to define sequences that are 1 or O depending on the
four combinations of offline andnline statuses during the two clock periods. Specifi-

cally, these sequences are defined as

o, ;[nl=dn i ¢ 0, CR)
o,[nl=dn UL 1) (5}
o,nl=@ -oln H)d 4 G
and
o,[nl=@ -oln W) o), G P
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which have the propertyat one oD:+i[nt], 0+xi[Nt], Ox+i[Nt], andoxx;[n¢] is 1 and the
rest are 0 during each clock cyéle.

In the error formulation of the conventionabit DAC, a specificTs-periodic
errorwaveform is defined for each combination of theittDAC6s current and
ous input bit values. This results in thfe=24 Ts-periodic error waveforms used [#3)
to formulatee'(t). Applying similar reasomig to the devel DAC in the shaded box in
Fig. 15results in 3= 9 Ts-periodic error waveforms used to formulate

e,(D=0,[n&(}
to,,[nlgcln Ye(t @& ¢ n U)-gG
+o [nlgclle(X € <[ d) )t g
+0, y[n]e (),

CR.

whereexi(t), eoxi(t), exii(t), exai(t), andexxi(t) are 5 of the Js-periodic error waveforms
and the remaining #s-periodic error waveforms are contained in the definitiog @f,
which is given by43).
Thus,a(t) is given by(49) with e3i(t) given by(54) provided theerror intro-
duced by thei[n]] multiplier in Fig.15is negligible. Otherwise, it is necessary to define
two error waveformsgs i*(t) andes, (t), that have forms similar to the right sidg(54)
except that theiconstituentTs-periodic error waveforms correspond to the cases of
pi[n] = 1 andpi[ny] = T 1 respectively. Therg(t) = &3, (t) whenpi[n] = 1 ande(t) =
Tesi/(Ywhenpfng = T1. I n this case | SI scrambl i ng

induced secondrder nonlinear distortion becausg’(t) edi' (t). Yet as supported by

“The subscri ptldemaractieomd inedndand Aofflined respec
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the experimental results presented in Section V, the error introduced fajntheaul-
tiplier in Fig. 15is indeed negligible. The reason is that pjeg multiplier is imple-
mented as a swapper cell as explained in Section Il so it only introduces error when

pi[ny changes state and this only happens when-tiieAC is offline.

B. SI Scg abibM ilhDAC Out put Model

Equationq47)-(54) were formulated to model ISI scramblinghit DACs, but
with ai[ng] = 1 andwi[nt] = O for allt they can also be used to model conventiorait 1
DACs. This is because a conventionabil DAC is equivalent to an ISI scrambling 1
bit DAC that never goes offline and never has its transient errors swapped. Conse-
quently, in the following analysis all thelit DACs in Fig.14 are modelled vig47)-
(54) but withoi[ng] = 1 andpi[n] = 1fori= 1, 2, foéallt. 20 and
As pr odfen time [DEM e mjoxpdeu dn]tohsdemutesnc e s,

which ar@Bgmdenalbg on values thatoasatreby

_mx{nl+/[ g
i =ARL G5
wher e
AKm=1 and 3K/, h1=0 55

Given that the I SI scr amblbiing DtAeCc i gsuwemed.

take thenelaftcet wé pri mairty ITsmplcrasmbl i ng 1

a Kmo[p] =1 and gK/ [ple[n] =0. Gy

i=1
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At the circuit level, the summation operation in Hidis implemented by con-
necting the outputs of the curresteering ibit DACs. Under the assumption that the
impedance of each-ldit DAC is high enough that its output is negligibly affected by
the states of the othertdit DACs, an assumption which is supported by the measured

results presented in Section V, it follows that the output of the overall DAC is given by

y=a %(. CR:

i=1
Subst idtywt g = @G Pran®d@ asndnpl i fying the
usimlyr esul ts in
y() =xnl, )
which represents the overall DEM DAC output in the absence oideai behavior.
In contrast, as shown in Appendix A, théit DAC errors cause the overall DAC out-
put to degrade to
y)=a®xn] +£) &}, 6P
whereU(t) andb(t) areTs-periodicwaveforms anépac(t) r epr esents the ov
remaining nordeal performance.
The firgthet ei g Pins itdlee odesired signal

DAC output.5Bs idtso wtromtel nfuwouwrsi er transform
Ac{a®xnl} =A,(jdXx(e™), 6 )
wheAEr)is the CTFT of

ga(t) ifoct I
:'0 otherwise,

a,(t) = (6 2
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andX(e! )& the discretéime Fourier transform (DTFT) ofn]. Ideally, Ut) = 1 in
which case théXt)x[n] term in (60) reduces to the right side (§9), and(16)-(17)
imply that Ap(j ¥ =sin( If )/” fThis corresponds to the classic zerderhold fre-
quency response retiff of an ideal DAC. In practice,-hit DAC errors causélt) to
deviate from unity, but, as implied {{6) and (17), this just affects the frequency
response rolbff without introducing nonlinear distortion. Moreover, the effect on the
frequency roloff typically is not significant in current steering DAGE].

Theb(t) term in(60) introduces fixed tones in the DAC output at integer mul-

tiples offs. Such tones occur in all types of DACs, e.g., as a result of clock feedthrough.

Theydo not fall within any Nyquist band of the DAC output and do not depend on the
DAC input, so they do not cause problems in typical DAC applicafte}s
In contrast, thepac(t) term in(60) limits performance in typidaapplications.

As proven in Appendix A it can be written as

eDAC(t) = QVIM(D +¢SI- Iinear( ) -QSI -noisc( ):1 (6 3
whereeum(t) is caused bynismatches among theblt DACs and the remaining two
terms are caused by ISI.

The expression faaww(t) is

37

qw (D=2 0 [nl/[ 1 €. (6 ¥

where each (t) is a Tesperiodic waveform defined in Appendix
A and DEM causes tha]n;] sequences to be zenoean, pseudoandom sequences

that are uncorrel ated xmjiteh t he DACO6s i
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E{/i[ﬂ]} =0 f
E{/,In] Am]} =0 for m | ny regardless of 1f 65

where E{} denotes the expected value wf47]. Without DEM thea{n; sequences
would be nonlinearly related to the DAC input,esm(t) would contain nonlinear dis-
tortion. With DEMewum(t) is a zeremean pseudoandom noise waveform bacse of
the behavior of the{n] sequences).

The expression fa&stinear(t) is

Bsi-inear (D =4 N 2D, CH>
whered(t) is aTs-periodicwaveform defined in Appendix AThe %bit DAC errors
causen(t), and henc@suinear(t), to deviate from Obut theargument applied above to
show that théXt)x[n] term in(60) does not introduce nonlinear distortion also applies
to @srinear(t). While the 1bit DAC errors causélt) to deviate slightly from its ideal
value of(t) = 1, they cause(t) to deviate slightly from its ideal value oft) = 0, so
in addition to not introducing nonlinear distorti@g-inear(t) typically has muchdwer
power tharlXt)x[r].

The expression fa@sinoisdt) is

QSI- noise(t) = eDEM(') +eIS( ) ’ (6 Y

whereepem(t) andes(t) are error waveforms resulting from ISI that comprise noise
instead of nonlinear distortion because of DBMI ISI scrambling, respectively. The

expression foepem(t) is
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cen (=28 /[0 Uga [0 €3 £0 [/ g

1%
+-8 (0.4[nlg 4(9 In 4 © B

+ Dod,[nle (b [l
+2 gnl[kn Wlid Kd Y n1)-

where(.(t) anda.«;(t) are defined in Appendix A, ar&[n] = o«;[n]pi[nddi(t) / .

Every term on the right side ¢68) contains one or both @f{nj] anda{n:i 1], so, as
in the case oévwv(t), DEM causespem(t) to comprise zeroean pseudoandom noise
instead ohonlinear distortion.

The expression fags(t) is

es(W=&a (e(d +Rlplgod A6t BL h bt

i=21

+0 4[n]b (D +o bqle()g

69
+27x[n]go. ,[nle(} +.L0 et)x g
+2M DXn Hgo,Inlg) onld g(X
wher e
&() = aln] & kn WAL @
alnl=o,lnd g d. (7 1
and the 6fpadtadr ariennot defined above are d
t he@ does not introduce norslhioovedrhadi st ort
E{es® fO{nl, X n-1, kp 2,.)} © (7 2
hol ds f or every deterministic nonlinear f
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fOInd, x[ne ™ 1], x[me7 2],  é) . i is determinibtig, it follows fron(72)
that it is sufficient to show

E{es (1)} =0 regardless of rf ] for all. (7 3

Every term on the right side ¢89) contains eithepi[ni], »++i[ng, »+x;[n], or
»=+j[ng], all of which, by definition, are zermean random sequences that are independ-
ent ofx[n] for all t. In addition,pi[ng is independent of the other stochastic sequences
in (69), and so it follows fron{69) that(73) holds

If ISI scrambling were not enableg[n] = 1 ando++j[ng] = 1 for allt, which
would cause the(t) terms in(69) to contribute secondrder nonlinear distortion. In
contrastthe other terms i(69) as well aghose in(64) and(68) either have zero means
regardless of[n] or have no dependence gjm], so they do not contribute nonlinear
distortion in either the absence or presence of ISI scrambling.

As shown in§7, m=0fori= 1, 2, (58) and@8) implystiat the
ci[ng outputs of the DEM encoder for these values db not contain components
proportional tax[ny]. This is why the summation {{®9) starts from = 21, and why the
bottom20 1-bit DACs in Fig.14 need not be ISI scramblinghit DACs.

To shoa)tl@ates not introduce spurious t

t hat

lim E{es(Des(t+£)} ®  regardless ok fj ] for alk (7%

By definition, x[ny] is deterministic, and, for sufficiently largéand anyi andj, oi[n],
o[n+d, pi[ng], andp[n+d are independent, ana[ny] and pj[n.+J are zero mean. As

explained in Appendix Ap++;[n] is the zeremean portion o+ ;[n] where* is a
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placeholder fok+, +x, x+, Or xx. Therefore(50)-(53) imply that»ani[nt], »cdj[Ne+d, pi[n,
andpj[n.+J are independent for sufficiently largand anyi andj, wherea, b, ¢, andd
are any combination of + and x. ExpandBes(t)es(t+(} using (69) and gplying

the above observations, verifies tliad) holds.

CEffect of | SI sQdrdambllinma tfsor Si nu

As explained above, thegt) terms in(69) would contribute nonlinear distortion
if it were not for ISI scrambling, so the properties of thesas are of particular inter-
est. The power spectral density (PSDg@j is derived in Appendices B and C for a
full-scale input signak[ng = 8 1 9 f/ddswherefo/R satisfies
o< f,/f, € and f,/f, 1, (75
to avoid the degenerate cases of either the fundamental or the second harmonic of the
input signal aliasing to zero frequencyxjm].

The derivation involves two key components. Appendix B proves that the
gi[n¢ factor ofe(t) with ncreplaced by is a widesense stationary (WSS) discréitme
random process, and derives an expression for its autocorreRyipk, Appendix C
applies this result to show thaft) is a cyclestationary continuousme random pro-
cess, and derives expressions ifsrtime-average autocorrelatioiRe;(JJ, and PSD,

Si( X

Given that eacle(t) term in(69) is proportional tgy[n] if and only ifj =1,

and, by definitionpi[n] is independent gf[n] wheni [ j, it follows thate(t) andg(t)

are independent whén j. Consequently, the PSD of the portioresfc(t) that would
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be nonlinear distortion if ISI scrambling were not applied is

qu(iw)=5{ S iny. 7%

i=21

Theoretical curves calculated frofvi6) and its supporting equations in Ap-
pendices B and C are shown in Section V to closely match measurement results. The
theoretical results prove and the ma@d results demonstrate that the ISI scrambling
technique converts what would otherwise beiifsluced secondrder harmonic dis-
tortion spurs to noise fibumpso centered
Oand2ioHz i n t he D Athans Thé peakamplitbhbgsepiithe noise bump
PSDs decrease as the average ISI scrambllngQAC transient swapping rate is in-

creased. Hence, they decreasbl&asy is decreased.

V. MEASUREMENTRESULTS

The IC was implemented in a TSMC 90 nm process.eAptiotograph of it is
shown in Fig18. The die measures 2.3 mm x 2.45 mm and its active area is 148 mm
The incremental circuit area required to implement ISI scrambling is 0.08ahm

which 0.03 mri corresponds to digital logic. The IC was tested (PRIN64 package

a i

and all grounds weredowmonded to the packagedbés ground

DAC core, the IC contains LVDS interface circuitry interspersed throughout the pad
ring and a direct digital synthesizer (DDS) integrated in the P/R di¢pigh.bThe DDS

was used for all measurements presented in this section.

The packaged I C was mounted to a test
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el astomer socket. The clock signal applie
passi ng -etnhdee dstionagflgea t t @ew | aboratory signal
passive bandpass filter to suppress noi se
passive matching circuitry on the test ci |
ential form pPAritorantsd otrlmerl @nd associated
the test circuit board conveendgedhsei gndlf et
was measured via a | aboratory signal anal
section.

Fig. 19 shows representative DAC output power spectra for a 481.4 MHz sin-
gle-tone input sequence. Compared to the case with both DEM and ISI scrambling
disabled, the results indicate that enabling just DEM improves the spineeudy-
namic range (SFDR) by onl dB whereas enabling both DEM and ISI scrambling
improves the SFDR by 14 dB. With DEM enabled and ISI scrambling disabled, the
measured SFDR is limited by an aliased second harmonic caused by ISl as predicted
by the corresponding theoretical result préséim B3]. As predicted by the theoretical
results presented in this paper, the measured second harmonic is highly attenuated when
both DEM and ISkcrambling are enabled.

Similar results also hold for other input signals. Bi@shows measured SFDR
values versus signal frequency for singglae and tweone DAC input sequences. The
data demonstrate that ISI scrambling significantly increases thgeumesl SFDR values
relative to the cases where ISI scrambling is disabled.

Fig. 21 shows several measured and theoretically calculated power spectra
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corresponding to a 481.4 MHz singtne DAC input sequence with DEM and ISI
scrambling enabled. To demorage the correspondence between theory and measure-
ment, the power spectra are shown over a zoamé&equency band centered on the
frequency at which the limiting aliased second harmonic occurs in the absence of ISI
scrambling. A pair of power spectra,eomeasured and one calculated, are superim-
posed for each Mpelay= 16, 256, 4096, and 65536. The calculated power spectra were
obtained via the equations derived in Section IV and the appendices with a noise floor
added to match that of the measured papectralft) approximated as unity (its ideal
value), and eactj(t) approximated as a constant taken to be that which yielded the best
overall match between the calculated and measured power spectra.

As predicted by the anstyste@ilnhSE&ECQIi o
scrambling converts wharndevrounanloithearmwi dies tl
spectral noi se Abumpo and tNpe.ahExgadpt of ont
182 dBc reoirdleal spamcondcd t bBememaasasueddandsa
sponding calcul ated 2bwanmre sipercyeray shlowse i a

The authors believerdadatsphe resilddeail es
tial pat h mi s ma Mgthhersdvgfigrmo & ftgn anthireotutmgéest ci |
cuit boarddés output network up to the trar
that the residual Spur was not predicted
mat ches, and it was found to vhCyasdmewh®at:
circuit board.

With DEM and |1 SI scrambling enabled, tF
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above 300 MHz is -brhetedi byohtgbertbhhnr wa
ul ations prior to | C fabricatyi ohnad Tnhaed ea uat
mi stake in the simulation setup which caus:s
to be underesti mabederThe smeasuopedwabirep

tion when the mistake was correwae®dobNear

served in simulation whenM;aiSMsi sciEé&mbl i ng
were removed, which shows that -drSderscdiaanb |
tortion. I f the problem causedsibmultdtei DAL

suggest t-tbmadernt hei sthomrtdi on waul dDACe oluitmpiutte
pedats7ery| .

Fizgahows the effect of -Ha&Srimsrcirackhd @ nfgu lo
single tone input sequences. Wi th DEM enal
of the power of the desired si-haamooibmpon
decr easnepsutwiftrheqgiuency. I n contrast, with L
bl ed, the ratio of the two components does:

These observations are predictBhle by th
CTFT of the DACOGs de gii (&b sdiypgrnoapl @yt pi pnopnoanl e nt
which is t hreduQTaRT dduif) eptubl esle et op el(t) Tohde osfe ¢ -
onadr der di stbhogr tliSdn i csa uss@d € sgfise 8ynby he h e a me
reasoning(lpgbhhe C®BTtiod pr oHdpdjr)twhoincahl itso t he
CTFTaTedur at i apt) @ gl aln,et op ed(t) o dWhitf | es appr ox-

i maely const ankTsfp@t)] mMmest hefirt® DAICt tafanlsi ent
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so it-zerso nmainly over &= sh.or €Con sHg(eu|eratl | ye,l
decreases |l ess over |AfMgurcihr ¢ th a Koyrgdielers tsde losa-m «
tortion exhibiwosfleéedanfthdeuerscsy redl Isi gnal
the resi-doudkersdcehdrtion t-amamtlaitng eimai en
I's not caused by |1 &), asnad is doés soubdbf eappea

Five ramdemltyed copi es of -stchael e-tG nweegriee t
i nput sequences with frequencies spanning
ond harmonic o0fi64 heBd¢ i wied liclodddE Blasredh sl S| scr
di sablizdi é@éaBd with both DEM and | SI scr ambl
and SFDR measurements presented in this se¢
secomnder distortion when | SI scrambling I

The -sfcualllet enaghei se performance of the
abling DEM reduces the SNDR by about 3 dB,
numbeisiwiaf DAC transit-bonsDAGdr caesasdt hal I
matches te bmeraebdseDEM DACOGs output noi se
SNDR was observed in simulation wien DEM
DACs usde/blimaje the same number of out pu
whet her DEM i s enabled, so enabl isncpallBEM d
i nput signals in those cases. Enabling 1S
SNDR by wup to 0.5 dB, which shows that the
floor. As expected, the noise performance

ioor pobiat eDAC mi smat chbdsb&r97 Fal Howaveon f{
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| SI scrambfueds tleew circuit area and power
sive to combine with previousbiyt pDuAbd insihse-d
match errors.

Tabl e | 12 JParneds efitg . key specifications of
several oed est maerdt| IDSACs. The P/ R digital b
encoder , | SI scrambling controller and DDS
ply. The analog circuitry consumes the rer
plies (the DAG oowtupwtedc drrroemtt he 3.3 V sunqp

the 1 C exhibits better SFDR perbpPppiance tF

an®p[ The DAC fF emsechmiteves nhif[gh | i nearity,
| aboratory measurements to iteratively <co
which | i mitdgyits haep DIAIGpuisle-en RZDACE [ o av
being | imited by nonlinear | SI (measur emen

itdi Ll DACs are operated in NRZL mbeen.aiwad
mented with | SI scrambling, 1hiti sDAGs edryd
thereby avoi ded tbhiet dDbAMhss i vdietsh couft RsZa clr i f i
DAC presépt @edeb-DiNRZDACSs l-mintdi ghat iloSn t ec hni
menti obPd Thi § suggests that excellent de:
the advanced 16 ognyy CMOSwhiIiCch eicthnio$s 1 mpl em
sponsi ble for keeping its nonlinear 1| SI [
that 1bst NRACE must be introducing signif]

able to expect ehafitedtboomoubd bBavambl ir
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VI. APPENDIXA

Subst (4tBuhtt meg -magthteg@Pdamdnsumst i tuting

I nGdyi el ds
%,i(t):qﬂ[rt]] q():
+0,4[n1go () =n U pL-g(x

‘ 7y
40, ,[NIg () (g e() O
+05 %i[rl]ef(3)1
wher e
b, ®=[e(0 & 0], 640 Fed e, 73
g, =600 -6,(% and e.0) Z[e, ® & (1 (79

As explained in Section IRi[ng only changes when the ISI scramblingpil
DAC has been offline for multiplclock cycles. This implies thgfn] =pi[ni 1] when -
everoxxj[n] = 0. In such cases, bondpi(nd 1] = p?n] a1y ecaus@i[n]
takes on values of off)imgplies and T1. Conseque
pinle(d=a,ld b h'¢)t
to, ,[nlgpl Al b ()Y X p 1 glh
+o [nlgplnl b (Y X0 el [y
+0, 5[N] AL Al e (X

CH)

As expl ai ne-A,oiifn] Soe«nf] i oeifingd | ¥ Oos 4hnt) e =

1. TAnE?y d&ndd mpl y t hat tithhe loSult psubtrDaanth |ti hneg
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y(®=x[nlK D # d &), @81
wheoniin = 1. Performing an anal yssiBs tmear |y
der@yer ¢dnpan@d}® and plplplhiying=p2n] andl resul ts
v =x[nla(YK D & (], 82
wheoniin] = 1, where

e(O=nplRla() v{p 1 41X @3
+pInlx{nl X p A0
Gi ven t hain] @ e ooifin] , oanind is 1 and the r
during each ofnd oeklocqnhber dndi t@F@REBPws fror
d8npd h at

y()=x[nld d KD
+o,,[nled e} De(X g
+o,,[nlgRl Al & (Y +f p 1} gt (8 ¥
+o ,[nlgpl b (Y XD el [y
+o. [Nl pl Al e

where
e®) =K ( d) 9). 8%
The random kg mcfels, oafnd can each be

t en as

o.[d=a[h O, (8

whesies a pl acehhol gesnf drs -mkanzpom®in on of
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anaii s theosmidgan of

ThBEM encodmr Oatfis €@ 1m@d 2f o2rl i B®
4T Therefor iwsBhan@thiunG®Bg si mpl i fying th
wi (bhyand apopnf] yi=ndgi=f olr, a2l,| é,6 RO BEeisuand i n

6p6GYH where

a)=1 2“4 (0., ) @,. e(), @®y
bO=4 ), ®p

and
a0="-4(c., & ©,. dv). CE

VIl. APPENDIXB

The autocaofnfefmmt2bn 2%, ¢é, 37 is deri v
using a Mar kov chain tsoc rnaondbbl iitniEgD&A s t ant &ls-
ysis is first presenbed DALH[Napifpderldast B, t |
e, 36. Then an analysis is pgoriggselmACd it.heat,
g[n] f=0r37.

Figsdhows a Markov catai ap pltitak £slcobhaantyhh @ m
bl i#gtl DAC for t MNeeieyxdmpiwb@dase2o0f é, 36.
ampl eNplisegd to simplify the figure and its

bel ow apply to the gener al case.
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Each of the4sittaht eas siinngHieg.out put st ate
1 i mplements a one c¢l ock dellary iwrapilte npeenrti otc¢
8 clock del aydg hduilti DPDACwhischfthene and its
from not swapped to swapped.

The hashm&rdkesn oitne Fsitga.tieb-bilth WWAC&h ttrhaens
are swapped. Fbaort exAaCnamsd iee ntt hearle swapped i
of St-d7esaslOndicated by the hadhimar ks on

As explained in Sectisoocnr d mbbliiwhgbi€EY g0 e s
from its offline to ondarmembdtiiant gbACasI Ir eonfa i
onl i Xel oek perXiicsdsa whaenrdeom variable that
fromNiedyceach wi tqFr NKodioab &leinc &thybiilft DRA&E i s i
State 1 am thme it hdepodbaliel ipdrornearibyltilnsgh el
bit DACs wil|l be trmrKlegn sA$ f1 h@eehiatr €D A®s ,$ nc
the probahbthhbitty DAGtwitlhle be t akdngi 86f 1 i ne
and the probabil i-bitAtClsatwi d ne bef ttalkke notoli &1
nt+1l igsl@d5 These two cases correspa@addl 6t at e
none of tdhetpDAGarywr® taken offline for a
t hent hbhilet DAC enBérsofBftaée BB8spectively. S
applied to each of the subsequent states t
el s the statesscofanblcitngPpAICmpey t Bé expl ane
([

The number ofatMéx &k odl e p tNeed, 8y wohhi ch can be
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via the SPI and can be as | ar geNpaissy 85536
which 1 eNsiakdsd 8. i hNst gre fiB3eMptaZhg cause t he conse
clock periodanedorfi hg-bwihpir Ome€@sgyatde offline
byNp2tng possible states. SpeciCD, cahHdy, t he
wher e

C =35, D =35 N
E=35 N

Delay 17

F 35 N ®Fp

1

Delay ? Delay

't fol I(GoW&), faomm t he Mar kov chainds def

g, ifs[al g
ald=i 4, ifgd IS 91
}O, otherwise,

whesgmt i s the state of nthhe cMaor&ko vd yoch a8,,n &,u

9C,C+1, D¢, @m-d {19, ZEE+1¢éFe26Therefore,

Elqad B A & (BIn Aaufs nlk )=

usvis

+a& apr(sin =usn & ¥

7
-4 aPr(sin = sin & ¥

usvis,

-a aPr(sin =usln & ¥

us,visg

wher gn Pug[ntkl] v/ i s the joint probability th

ti me nadtkmeswmanw respectively.
The val gdsu=fitkl P-( can be derived via th
Nst at Nst asdsat e tr arPsipt] pnwhndtse itxh,e eluwment on

row vahdcolPamad ofs the probability tthwat the
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at any Mmgme einnddédxat uat wasmeii nln.&eAdPtian ug h
r etliavely | arge di mensi on, most of its ele
chainbds definitionzernoplelelamwetehtast oofhe onl y

Py 1= Pymy 4 forallm §1,9,18,26,34D &

PL2= Pigio A5G/16, P30 Piszr F16,

Poz= Pras Y16, 000 B2 6, © 3
Py cim = Pxem G forO M N"Delay’

Picim= P em O forl N;‘_)elay'

The Markov chainds definitizem of pprrtotbear-
bility of the system9EdDc c2E&S, v24.,y le,ntvehlriionh

is a |l oop Nhrastdsafreddsudenp ladlels t hat emery st

every other state, so the Mankoedwulcaibh es at
By the same reasoning, regardless of ¢t
n, thereer® @robdmabil ity that 1t wmninl retur

whem=NstatesThe Mar kov chainds definzenon al
probability of the system successively eni
skipping Coirt hSetraTShtiast e mpl i es t bBmdbsresegardl e
any givenntitrherienadlrex gprmodmabi |l ity that it
state atntmhi nmemeNedieks Gi ven that the great
ONstaaddtbtdtds i s 1 regardl eNssait@f stelte ualiwe itmp
the Markov chain satapérkeedibe definition

As the Markov chain is irreducible, a

states, It approaches a steady state in
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di uti ons as a f ocnocntvieorng eos ttasres ienidogueb s b el

distribUutién a$his i mplies that

@ 7 BB &P P © 3
whe'gies thestateapy obability wf Tthhes gmadgtrem L

tion along with the prohah+li#py =dilstcrainbut i
be solved to fipdptihe values of

As the objective of t hisst aapep earudioxc oirsr etlc

q[n] , the Markov chain iIis taken to have con
analysis, i.e.,
Pr(s[nj=u) s, foralln 95

Therefor e,

Psin=u sin+k F prp( Xk (CR3
whep, & i s the probability thatntki @i WMam ko v
that 1t waats tiinmeStBantdes ki t (©OtRki eg@gdshit ® aAantexpr
f org[nEfntk] } t hat i s ni ndépesndenmpifhjgedk] }t h=at E {

E Gi[nlg[nikl] } . Further morcgn t mel deffi}niktaitOo,rE {soof t
meang[npfis al so nndepédrgmdmotwsofIWB&t OSHubst it u
i nO@and applying these observat ig@nscampl i e

be written as
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RIM=87r.6 aR.(K) - anr.¥
us evis WS

e o ©7
+a p.é anr.(K) - &, (X «
u

s, @sls; tis

The properties ofhdMarkov chains i mply

8pu1(k) pJZ( k) c pJ,NSIateS( |9 H b qu' (9 B

whebhiyes a row v &N¢ghkwdst lofal Pmagmdhcod ruosn i n al |
col umBs Matr i(XBwd g tha ttihen Rivei(@iBins t u oaed otf o cal c
the val(de ¢ Jiof

The above anal ysi s rap-gtSilasbdointh gD ACos ,t h «
but it can be modifi edcrtaombhipipn gD AiCo atshé oa
The propexpaa@inofst atehasti c sequences desc
ply that tiderawmbdiltnaDbDACdsSIcsatna be model ed v
chain MsidliNstaddsat e trarPsipf ontmatris, si mi/l
descri bed above-sd¢oamhidhign gDrAiCsar yZ eleSolo el ¥ - n c
ments of the state tr @Bsx cwipmhma t=mi, Xo ar e s
=pirs, =8f 2 @ =Pr, 13pp, 15pr, 7 1/ 2 because of the 50
swap state ofsctrhaembHumigDA&r get SI i nverted e
of fline.

By t he same erde apsroeriioguisd pyeldiuci bl e and a
gfn is d9%)we n=hbIF~= {3, 4, ¢é, 9, S28,{ 129, 1&,,

C 176, 2206} .2 1CoRsild quiesntd@yYwint byprobabil |
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di stribution9slac@Besilmag edhacaereisponai ng t

axi | i arcyr alm@®bliitn gD ALC.

VIIl. APPENDIXC

Suppose{ng = 8 1¥9nY, akeremo= 2° Jfs, andfo/fs satisfies(75). As
a(t) has zero mean anfing is deterministic, the autocorrelationeft) can be written

as
R.(t2)=g®g(t +yE{ qalnl d n.I}, CR’
with
g,(t) =2 (t)sin( yn)sin( gn -3). (1 0)0
The DACOGs input sequefzies i d mgaetnieocmalednudmlige
plieg{t)t hast peri odilq¢ WHgihse aanpernitoedse r Asnul t i |
dit) is peri odiTebywidehf ian ipteirad mpg(taliii ss p errpil d ceisc
i bwi t h aTgperi od,
As pr ovepre nidn XA B,-t itrhe dticchagnnei,c iseque
WSS, so the exX9pPeanabeowrt et mni as
E{anlaln.1} = Rl n., -, (101
t he ri gwhi csh dies(Qo)gnii vkehre pbh ya oeidy. Tohye quaont i t y
can be wuEiatHtdgdrrnpadEBwher e, f or & éxgd ernecatle sn u mt
the | argest integeradHeis&li shaheofrexqtuabnab

For any rxaanydé&aivyabaem sbe &i &disen as
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n.-n K&y nx(fa) . (10)2
The only term that contait®n right side 0{102) is &td which isTs-periodic, sq101)
must beTs-periodic int. Givengi(t)gi(t+{ is periodic int with a period Ty, andTgis an

integer multiple ofTs, it follows from (99) and(101) thatRe;(t, J is periodic int with

a peria of Tq. Consequentlyg(t) is a cyclostationary random process and its average

PSD is the Fourier transform of the averag®gft,() over oneT, period oft, i.e., the

Fourier transform of

Rﬂ)%ﬁg@«uvmntﬂd- (103

Substituting(100) into (103) and gplying sinusoid produedib-sum identities
shows that the integrand @f03) can be written as

f, (t)@cos )
+eof am(n., ) eof 2(n., o+ )

(1 0)4
-2cosfy, )co$ un, - K
-2cosy, )co$ un,, - WG .
where
f®=2"R,[n., -n]A() Mt . (1 0)5

Both cos(2 ond ¥ o) and cos(2 ont++¥ o) are constant with respectttover successive
intervals ofTs. Furthermore, they average to zero over intervalg @i t because the
restrictionson ¥ o imposed by(75) prevent them from aliasing to zero frequenB8y.

the same reasoningps(Zo(n:gtni 1) ) aver ages t oTyintkand

it is constant with respect taver two fixed subintervals of every successivie time
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interval Given thatft) is Ts-periodic int, the above observations imply that the last
three terms on the right side(@04) average to zero (103, so they do not contribute
to Re;(U.

As explained above102) and, hence, cos{(n.+J ny)) are Ts-periodic int.
Given thatfi(t) is Ts-periodic int and co¥(¥o) is constant, it follows that all the terms

in (104) which contribute tdR;({J areTs-periodic int, so(103 can be written as

R.(1)= ﬁfmgaﬁ(m+m§2wq n)) @t (1 0)6

_||H

Equa@iO)dmpl i es that

én, if (ft)y & (f£),
- 3 107
e = 1} Tn +1, otherwise, (10

s@lL O@vi (1M)8an be rewritten as

R =wing™" £y @+ a

; (108
+wh1-ﬂﬁhﬁmh(0ﬂt Yt
wher e
w[n]= 2 R‘m]gcosz(w) +cog 2un) . (109

Ast(t) Teper i odjitdd)j nt egr and factors in the fir
the ri gh@san dee orfddtplindy e aifirti yoo- 1T) , respecti ve
withhohangRe)gBy def #W+ftUi myso these repl acemen
Wr it tg@Tdddsa ng(ti T 1@ respectively. Hence, wi

ment s, both integraldgtdiupvaendnt bgrbnmst sfof
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are suarmobtrlkeat i mited to anf@OJtodeatdh@s orepar

can be rewritten as

R, (@)=wlnl #,( #nT)

swin 4., (¢ (n, D), (110
wher e
My W=7, 4,0 ft )t @1
and
b= %éhi(t) ifoct 4., .

{0 otherwise.

By defdidmllits omgnzer oTsolkllsy (WhH@anibe re-

written as

R.0)=& wid a,( £nT). (11)3

n=- &

Taking t Hel)ELiTFITd o f

S ()= Hy (1 & wirie™™

()= o Wn‘}n (11)4
:Hp*,i(jW)VVi(ejMS),

whe#He(¥)i s the nCHOFTAM@TY i s t heinDTFTTakoifng t h

DTFT1®O®WI thhepl awcyeide Ibdys

i 115
+S .(ei(“’*2 ”‘)TS) +§’i( S 0‘)7)8

whereS; (€ *Jisthe DTFT ofRq,[K] which is given by(97).
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TABLES

TablSD/ SNDR measured over first Nyquist band.

NSD (dBc/Hz) SNDR (dB)
1 (MHZ) DEM off | DEM on IS| DEM on | DEM off | DEM on| DEM on
IS off off IS on IS off IS off IS on
51 1163.4 1147.1 1146.3 63.6 59.9 59.4
180 1158.1 1145.8 1145.2 62.4 58.6 58.3
481 1150.8 1144.8 1144.8 60.3 57.8 57.8

Tab2kKey specificatiodnhserof DA€sent st ate

Process | Resolution | Sample Rate| Full Scale| Power Technique
(nm) (bits) (GHz) (mA) (mW)

This Work 90 14 1000 20 238* DEM /IS
[5] 40 16 1600 16/20 40 DEMDRZ
[7] 16 16 6000 40 350 Static Cal
[8] 22 14 600 16 202 MNC
[9] 28 14 10000 16 162 OIC
[13] 65 16 9000 16 1080 DPD
[15] 140 14 200 20 270 DMM
[16] 65 16 3200 20 240 3DSC
[30] 90 12 1250 16 128 DRRZ
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Chapter 3

ReducedDyNoainsiec EIl ement Matchi

Abstd Bgnhamic el ement matching (DEM)

convert wh at woul d ot her wi ki heDAOG NIl @At C

errors into noise. The resulting noise

but is stild]l undesirable and typically

paper proposes a new techni oehéecbakrlkddcesd:

noise in the DABIi buDACt mcamaedhber tors

DAC output is free of nonlinear distort.i

t hat i ncorporates -aint ADECt mi sremtsalh gent ihteh rd

uses the measur ementbirnesDUAICt si ntpaut o psteigmiezne e

reduce the noise in the DAC output.

technique prevents nonlinear di staotrltaibon

simul ation -rietsuDAG iorfcoar plodr ati ng RND

SNR r el atbiivie steog nae nlt4ed DEM DAC.

|. INTRODUCTION

High-resolutionmulti-bit DACs typically comprise a digital encoder and mul-
tiple 1-bit DACs, the outputs of which are summed to form the overall DAC output.
The encoder drives the inputs of theil DACs such that in the absence of errors, the

DAC output waveform is an exact angleepresentation of the DAC input sequence.
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The Lbit DACs are typically implemented as one or more parallel copies of unit DAC
elements controlled by the same encoder output signal. The number of unit DAC ele-
ments connected in parallel is the weight & #bit DAC.

Depending on the weights of thebit DACs and the DAC input value, there
can be more than one vector ebit DAC input values that would yield the desired
DAC output if the 1bit DACs were errcfree. For these DAC input values the encoder
is free to choose any of the valid vectors @fitIDAC input values. In practice, each
valid vector results in a different error in the DAC output because biteDIACs incur
random errors during fabrication, and the error produced by ebitHDAC depens
on its input value. The encoder has some flexibility in choosing the vectdriobDAC
input values it generates, and therefore it has some control over howbithBAC
errors impact the DAC performance.

Thermometer encoders are often used to dritbé DACs that have the same
weight. When the input to the thermometer encoder is such that the inpuisbio
DACs must be 1, a thermometer encoder sets the inputs of thHelfitst DACs to 1
and sets the inputs of the remainingit DACs to 0. Casequently, every-bit DAC
produces the same error for a given DAC input value, and the resulting error in the
DAC output is nonlinear distortion. I n
ment is the most difficult requirement to meet, thus matigahe design of alternative
encoders in order to mitigate the effect of tHaitIDAC errors.

Mismatchmapping (MM) is a technique that aims to improve the DAC linear-

ity by optimizing the vectors of-bit DAC input values generated by the encod& |

91



80]. MM DACs incorporate an MM encoder, an MM algorithm, and an ADC. The
ADC measures the-iit DAC errors and provides the measurement results to the MM
algorithm. The MM algorithm optimizes the vectors abil DAC input values pro-
duced by the MM encodefhe optimized vectors ofhit DAC input values minimize
the net error in the DAC output by utilizinghlt DACs with positive errors in con-
junction with tbit DACs with negative errors. As a result, a portion of tmet DAC
errors are cancelled whemet 1bit DAC outputs are summed to form the overall DAC
output. Like thermometer encoders, MM encoders generate the same vectut of 1
DAC input values for a given DAC input value. Thus, the error in the DAC output that
is not cancelled is still correked with the DAC input sequence, resulting in nonlinear
distortion that still limits the DAC linearity.

Dynamic element matching (DEM) encoders differ from thermometer and
MM encoders in that they do not always generate the same vectdnitdDAC input
values for every DAC input valu&]-89]. For each DAC input value, if there is more
than one valid vector of-fiit DAC input values, typical DEM encoders used in
Nyquistrate DACs will pseud@andomly choose one of the valid vectors. Assalte
DEM is able to prevent the-ldit DAC errors from producing nonlinear distortion or
spurious tones in the overall DAC output. However, tiét DAC errors instead man-
ifest as noise in the DAC output, and tend to limit the noise performance of DEM
DACs. In many applications noise is more tolerable than nonlinear distortion but it is
still undesirable.

This paper presents a new technique called reduced noise DEM (RND) that
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combines the key ideas of MM and DEM. A RND DAC incorporates a RND encoder,
a RND algorithm, and an ADC. Just like a DEM encoder, a RND encoder pseudo
randomly selects the vector ofblt DAC input values it generates when there is more
than one valid vector. Similarly to MM, an ADC measures tiét DAC errors and
an algorithm usethe measurement results to optimize the vectorshof DAC input
values generated by the encoder. As a result, the output of a RND DAC is free of non-
linear distortion and spurious tones caused-byt DAC errors just like the output of
a DEM DAC, but tle noise in the output of a RND DAC is lower than if tHgitIDACs
were driven by a DEM encoder.

Section Il provides a brief overview of thermometer and DEM encoders in the
context of a 14evel DAC. Section Ill presents the RND technique in the context o
17-level DAC, and shows how it can be applied to eitsqybrid DAC incorporating
DEM. A mathematical analysis shows the output of thditybrid DAC is free of

nonlinear distortion. Section IV presents simulation results.

Il. THERMOMETER ANDDEM ENCODER OVERVIEW

The DAC output is a continuodsne waveformy(t), which is updated at the
DAC sample ratefs. In discretetime switchedcapacitor circuits, the DAC output is
sampled once per sample perides= 1fs. For the purposes of such discrétae g/s-
tems, the DAC output can be interpreted as the sequgmtes v(nTs), where each
sample takes on an analog value. Similarly, in&peed continuousme DACs where

the DAC output is not sampled but is settled for a large portion of each sample period,
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the DAC output can be reasonably approximated as the sequ@ncé&p simplify the
analysis, this paper assumes the DAC output can be interpreted, or at leagt-well
proximated, as the analeglued sequencg|n].

The input to a DAC is a sequence of digital codewoxfly, updated at the
same rate as the DAC outpfst, A DAC containsN 1-bit DACs, the outputs of which
are summed to form the DAC output. Fig@&shows an example of a-1&vel DAC
containingN = 16 unitweight tbit DACs. For the DAC in Fig25, x[n], takes on
values from the set

& N & N
A SR |
}2%2

-I-OTOI

, %-2 SL;'D ! (116

where @& i s t he BiaeCla sachncioak cycle, the endodep sets its
binary output sequences|n], such that irthe absence of errors,
i =xn. 117

The vector of dbit DAC input values produced by the encoder during clock aycle
consists of the values offn] f 0iON.1 O

Figure 26 shows an example of the DAC output values produced when the
encoder in the Hevel DAC of Fig.25is implemented as a thermometer encoder and
the output of each-tit DAC contains one of two randdyrselected errors, depending
on its input value. The line connecting the DAC output values wign = N8 a&
described by = U % b whereUis the slope anfl is the offset. Figure@implies that

the DAC output sequence can be expressed as

y[n]:a*r} +b Qherr[] :h (1 1)8
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whereernem[N] represents the deviation of the DAC output value from the Yird)) x
+ b, for the given DAGnput value. The DAC output if118) deviates from the ideal
given in(117) because the-hit DAC errors causé), b, andernem{n] to deviate from
their ideal values of 1, 0, and 0, respectively. EqQuatldi® describes a DAC with a
gainof U, an offset ob, and an error sequen@gqern{n], that is a deterministic nonlin-
ear function of the DAC input sequence. In many applications, small deviatitimes i
gain and offset from t he 90.Hmvaverenwdrn]isses don
problematic because it represents eddpendent error that results in nonlinear distor-
tion in the DAC output.

For all but the minimum and maximum input values to théelél DAC shown
in Fig. 25, there is more than one valid vector ebifl DAC input values that would
yield the ideal DAC output value if thelit DACs were errofree. For example, when
the inputto a single bit DAC must be 1 and the input to the fifteen othdmitIDACs
must be 0, the encoder is free to choose which of the sixteen valid vectdyt DIXIC
input values to produce. Each valid vector 4fittDAC input values yields a different
DAC output value because the error produced by edthJAC depends on the value
of its input. Figure27 shows all of the possible DAC output values of devél DAC
with the same -bit DAC errors shown in Fig.&

DEM encoders typically do not use afltbe valid vectors of -bit DAC input
values as this is not required to achieve the goal of preventing nonlinear distortion and
spurious tones caused bybit DAC errors 84]. Figure28 shows an example of the

DAC output values produced when the encoder in Bigs implemented with the
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DEM technique described i84] and the ibit DAC errors are the same as shown in

Fig. 26 and Fig.27. By definition, the DAC output values corresponding to the full
scale input values are on the lies U x+ b. For all dher input values, the DEM
encoder pseudmndomly selects one valid vector ebit DAC input values from a
subset of the valid vectors so that the average of the DAC output values produced is on
the line,y = U x+ b. As a result, the output of a DEM DA€ given by(118) where
erhern{N] is replaced byepem[n] and epem[N] is azeremean, noisdike stochastic se-
guence that is uncorrelated with the DAuUt sequence8H]. Thus, by producing a

subset of the valid vectors oftiit DAC input values, a DEM encoder prevents nonlin-

ear distortion and spiaus tones caused byhit DAC errors.

I1l. REDUCEDNOISEDEM

The goals of DEM can be achieved using different subsets of the valid vectors
of 1-bit DAC input values, and some subsets result in less error in the DAC output than
others. The objective of the RNtBchnique is to constrain the RND encoder to produce
a subset of the valid vectors obit DAC input values that achieve the goals of DEM,
and that minimize the error in the DAC output.

Figure29 shows an example of the output values del/él RND DAC po-
duces given the samebit DAC errors shown in Fig.6& Fig. 28. For all but the ful
scale DAC input values, the RND encoder psetamlomly selects valid vectors of 1
bit DAC input values such that the average of the DAC output values produced is on

the line,y = U % b. Thus, the output of a RND DAC is given (18 whereernem{n]
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is replaced bygrnoN] andernon] is @ zeremean noisdike stochastic sequence that is
uncorrelated with the DAC input sequence. For all but the four most extreme DAC
inputvaluesxin] = Nfgrk &ndN7e&, the mean squared
output values from the ling,= U % b, is lower than the mean squared deviation of the
DEM DAC output values from the same line. For the four most extreme DAC input
values, the analysis in the following sséctions shows that the RND encoder cannot
optimize the vectors of-hit DAC input values and must use the same vectors as the
DEM encoder in order to prevent nonlinear distortion. However, typical DAC input
sequences are not composed exclusively of these four most extreme DAC input values.
Thus for typical DAC input sequencé&,erndn|?} < E{ epem[n]?} and the noise in the

output of a RND DAC is lower than the noise in the output of a DEM DAC.

Aldbit Segmented Hybrid DAC

High-resolution, multibit DACs typically contain several large, equaight
1-bit DACs and several smaller, nomiformly-weighted 1bit DACs. For example,
Fig. 30 shows a block diagram of the-bit segmented DEM DAC presented BY]
which contains sixteed024weight Ebit DACs and twenty smalleweight Lbit
DACs. A largerweight Xbit DAC contributes more error to the DAC output than a
smallerweight Xbit DAC [9]], thus the sixteen 1024eight Ebit DACs contribute
significantly more error to the DAC output théne remainindl-bit DACs. Therefore,

a large benefit is achieved by applying RND to the top sixtelaih RACs in Fig.30.

Figure 31 shows a block diagram of the proposed -t hybrid DAC which
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incorporates a RND encoder and DEM switching blocks.

The outputs of the top sixteerbit DACs in the hybrid DAC can be directed
to an ADC to be measured. The ADC measurement results are provithedRND
algorithm which calculates and stores optimized vectorstnf DAC input values in
a memory contained in the RND encoder. For each DAC input value, the RND encoder
pseuderandomly selects one of the valid vectors ebittDAC input values from

menory and routes the bits of the vector to the inputs of the-h@2ght Lbit DACs.

BRequirements to Prevent Nonlinear Distor

The hybrid encoder in Fi®l generates its output bit sequences pseade
domly, so thesi[n] sequences are stochastic. As shaw{84], theci[n] sequences must
have certain statistical properties in order to prevent nonlinear distortion. The switching
blocks that drive theottom twenty 1bit DACs in Fig.31causes[n] f oiO 200t o
have the required propertie®4]. The statistical properties that are stateddid pre
restatedn this sectionand extended to derive the expected valugfof f oiO 21 O
36 that prevents nonlinear distortion caused by errors in the top sixtgeDACs.
The next two sulsections present the RND encoder and algorithm that achieve the
desired expected value,uth preventing nonlinear distortion from albit DACs in
Fig. 31.

The output of theth 1-bit DAC is
y[m=(dd 9 K Degh, 119

whereK; is the weight of the-bit DAC ande[n] represents the error made by the 1
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bit DAC during thenth clock cycle. In the applications described in Section Il in which
the DAC output can be modeledaasequence, the most significant types-bit DAC

errors are mismatches among theitIDACs. Such mismatches are weibdeled by

=éQi’ if ¢[ 1 =1,

st %eow if ¢[ A =0,

(1 2)0

whereey; andey are constants that represent the error made by-biteDIAC when its
input bit value is 1 and 0, respectively.

An equivalent form of the-bit DAC output given ir(119) is

yln=K &(dn 3 4 121
where
a,=1 +L % and %[eﬁ e, (122

As shown in Fig31, the outputs of the-lhit DACs are summed to form the overall

DAC output, i.e.,
N
in=a yia. (123
i=1
The output sequences of the encoder must satisfy
3_6
=@ K(did 3), (124
i=1

which constrains the encoder -btia pbDrAcCd ui cni pnugt
values that yield the desir-eidt DBECoet pot s
veri f(¥24batricts the encoder toebiptr oA i ng

val,ueéhe equationbiftor DA®eo{@ th@uattgmli =e .0, S
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Ssubstit@pedt(hh4i o substituted into the

DAC output (1) ghavi or in

As shown in84], the output sequences of the segmented DEM encoder in Fig.

30, and thus also the output sequences of the hybrid encoder BiLFsatisfy
1 1
cli==(mkh ¥[ h) = (125
D 2
where
126
eacha{n] is a stochastic sequence, and
36 36
aKm=1and ak/ ] =C 127
i=1 i3

The DAC output when the-it DACs are not errefree is obtained by substi-
tuting the left equation dfLl22) into (121), the result intd123), then substitutingl25

into the result and simplifying the outcome us{@g7) to give

in=xna +6 ¢4 h, (12)8
where
aﬂ%im(% &) (129
b=§i b, (1 3)0
and
=28 /10 (g -8). (31

i=1
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The %bit DAC errors cause)andb to deviate from their ideal values of 1 and 0, re-
spectively, but as discussed in the previous section, errdisaird b do not cause
problems in most DAC applications.

The hybrid encoder prevents nonlinear distortion and spurious tones if each
aln] sequence is a zemean, noisdike sequence that is uncorrelated with the DAC

input sequence, i.e.,

E{/[} 0 v _
/LA [T D for m. ryregardless ok 132

If (132 hdds, then becausach term in the summation @f31) is multiplied bya{n],
epac[n] represents zermean noise that is uncorrelated with the DAC irgrguence
instead of nonlinear distortion.

The first expected value (132 holds if the expected value efn] is zero
given every possible input value toet RND encoderThe RND encoder is imple-
mented in digital logic that operates on unsigned integers so it is convenient to define

its input sequence as

ColM=a cl i, 133

k=21
wherecrng N] is the number of 102dveight 1bit DACs that have their inputs set to 1
in each clock cycle. As there are sixteen X@24ght tbit DACs shown in Fig3], it

follows thatcrnpN] takes on values from the set

Y 5£0,1,2,...,1f. (1 3)4

Therefore, the first expected valug(ir82) holds if
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E(/[Al G N=Q & for QI . (135
The conditional expectation {135 is derived in terms of the conditional ex-
pectation ofi[n], which is used to constrain the design of the RND encodeatibn
(125 is solved fora{n], and the summation i(124) is equivalently stated as the sum
of two summations with limits that together span the limits of the original summation,

and substituted into the result to give,

[=gstn + §o
. ' , (1 36
a 2 (
“maed K (gl 1) +3K (ol b 3)

Substituting(133) into (136) givencrno[n] = Q, and taking the expected value of the
result gives

E{/ [Nl el 1= G =H €1 ad 0 p B-

° 3 20 0 ﬁ
“m B K(gld 1) bgwol B €U (137
TQ| =j - ?
-m 124 [MOY .-

The second conditional expectation on the righfl8f) is simplified using a
result of B4], which shows that the switching blocks in R3d.ensureE{ a{n]} = O for
1 jO 20. S uI2s with {L26)into thgsecond conditional expectation on the
right of (137), and applying the result fror84] shows that

° 3 20 0 ﬂ
E%aéi K, (G- %) 6ol B =Q%0:- (138
G| i -

Subst i(lt3petli mmgg(l {6 oh D1 3G (Lidttlben substituti
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resul(d3amdosol ving for the g[@ndiitviesnal
E{c[A =1| Gyl =Q % for 21 i¢ 36tandQ (13)9

Therefore, th@{n] sequences are zensean and the first expected valu€¢lifs2) holds
provided the RNDencoder ensurgd.39) holds. Inaddition, if the RND encoder en-
sures(139 holds regardless @{m] for n i m, thena{n] is zeremean regardless of

afm] and the second expected valu€li2) also holds

C.RND Encoder

The RND encoder and algorithm are designed to ensurél®@tholds The
vectors of 1024veight tbit DAC input values produced by the RND encoder are
stored in @awo-dimensional array af6-bit memory wordsM = [my, ], wheremy, vis
thevth memory word in theth row of the array. Each row stores the possible vectors
of 1024weight 1-bit DAC input values produced by the encoder for a particular value
of crngN]. Thus, becauserno[n] can take on one of the 17 values in {0, 1, ..., 16},
there are 17 rows in the meny array. For reasons explained shortly, each row does
not contain the same number of memory woldgach clock cycle, the RND encoder
selects one memory word from the array and routeghhst of the selected memory
word to the input of thegh 1024weight tbit DAC. Thecrng n] sequence provides the
row index of the memory word to select. A random sequehgs], is used to select
one memory word from the selected row such that all memory words on the row have
an equal probability of being selectekhy two distinct samplesin[n] and dm[m] for

ni m, are independent which ensu(&89) holds regardless @{m] in order to prevent
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spurious tones.

The number of memory words in each row, and the contents of the memory
words required to prevent nonlinear distortion, follow from the analysis in the previous
subsection.Equation(139) implies that in everyl6 clock cycles in whicternpn] =
Q, on average each 10&¢keight Xbit DAC input sequence must be 1 frclock cy-
cles and O for the remaining clock cycles. The desired conditional expected value of
the 1024weight Ebit DAC input sequence can be achieved by allocating 16 memory
words on the row selected wheanon] = Q, and setting each bit, in Q of these
memory words. However, when the greatest common factQrasfd 16,GCFq 16, IS
greater than onehe conditional expected value(itB9) can also be achieved by allo-
cating 16GCFg,16 memory words on the row selected wheron] = Q and setting

each biti in Q/GCFgq,16 of these memory words, i.e.,

16/GCRy 36

Q/GCR,,= &4 m,,"” for0 ¢Q Band1l i¢ 1, (1 4)0

Vel
wheremo«1,() denotes théth bit of thevth memory word in the row selected when
crnpo[N] = Q. Thus, a significant amount of memory is saved by allocating only the
minimum required amount of memory, i.e., G&Fqo,16 memory words per ronQ +
1.

For the hybrid encoder to satigfi24) andproduce only the valid vectors of 1
bit DAC input values that yield the ideal DAC output in the absence of errors, each

memory word on rov@ + 1 must have) bits set, ie.,
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