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Pipelined analog to digital converters are widely used in telecommunication 

systems and instrumentation systems, where wide bandwidth analog input signals 

need to be converted into medium to high resolution digital signals. 

A pipelined analog to digital converter is sensitive to distortion introduced by 

its residue amplifiers, because such distortion leaks into the digital output signal, thus 

affecting the converter resolution.  To reduce distortion, high performance operational 
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amplifiers are usually required in the first few pipeline stages, but this causes the 

power consumption, the area occupation and therefore the cost of the converter to in-

crease.  An alternative approach is to design low performance operational amplifiers 

to reduce area and power, and compensate for the distortion they introduce by cali-

brating the signal in the digital domain. 

This dissertation presents a new digital background calibration technique 

called Harmonic Distortion Correction, which allows the estimation and correction of 

the distortion introduced by residue amplifiers in pipelined analog to digital convert-

ers.  Implemented in a prototype pipelined analog to digital converter together with 

another digital calibration technique known in literature as DAC Noise Cancellation, 

Harmonic Distortion Correction has been proven to facilitate low-voltage operation 

and to enable reductions in power consumption relative to comparable conventional 

state-of-the-art pipelined analog to digital converters. 

Chapter 1 provides a mathematical model for the analysis of the distortion in-

troduced by residue amplifiers in pipelined analog to digital converters, outlines the 

theory behind the Harmonic Distortion Correction algorithm, and presents the behav-

ioral model of an example pipelined analog to digital converter implementing such 

technique. 

Chapter 2 presents a pipelined analog to digital converter integrated circuit 

prototype implementing Harmonic Distortion Correction and DAC Noise Cancella-

tion, describes the system level and circuit level design issues and solutions, and pro-

vides the prototype measurement results. 
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Chapter 1  

Digital Background Correction of Harmonic Distortion  

in Pipelined ADCs 

Abstract—Pipelined ADCs are sensitive to distortion introduced by the residue am-

plifiers in their first few stages.   Unfortunately, residue amplifier distortion tends to 

be inversely related to power consumption in practice, so the residue amplifiers usu-

ally are the dominant consumers of power in high-resolution pipelined ADCs.  This 

paper presents a background calibration technique that digitally measures and cancels 

ADC error arising from distortion introduced by the residue amplifiers.  It allows the 

use of higher-distortion and, therefore, lower-power residue amplifiers in high-

accuracy pipelined ADCs, thereby significantly reducing overall power consumption 

relative to conventional pipelined ADCs. 

I.   INTRODUCTION 

Pipelined ADCs are widely used in applications that require data converters 

with resolutions in the range of 10 to 16 bits and bandwidths in the range of 15 to 250 

MHz [1– 14].  Such applications include cellular telephone base station receivers, 

802.11 wireless LAN receivers, and 802.16 wireless metropolitan area network re-

ceivers.  In general, pipelined ADCs are attractive when the required bandwidth is too 

high for oversampling delta-sigma ADCs to be efficient and the required resolution is 

too high for flash ADCs to be efficient. 

1 
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Unfortunately, the power consumption of high-resolution pipelined ADCs 

tends to be large, mainly because of the high-performance op-amps required in the 

first few pipeline stages.  Passive sampling can be used to avoid having an op-amp 

based sample-and-hold in the first stage, which leaves the op-amps in the residue am-

plifiers of the first few stages as the dominant consumers of power [15, 16].  Each 

stage in a pipelined ADC performs coarse digitization of its input signal, but the out-

puts of the stages are combined such that most of the quantization noise cancels to 

achieve a high-resolution digitized version of the input signal.  However, distortion 

introduced by the residue amplifiers, particularly those in the first few stages, results 

in imperfect cancellation which reduces the linearity of the pipelined ADC and in-

creases its noise floor.  In general high op-amp gain and bandwidth are required to 

achieve sufficiently low-distortion closed-loop residue amplifier performance.  If it 

were not for this limitation, much lower-performance op-amps could be used in pipe-

lined ADCs to significantly reduce power consumption. 

This paper presents a digital background calibration technique, called the 

harmonic distortion correction (HDC) technique, that digitally measures and cancels 

ADC error arising from distortion introduced by the residue amplifiers.  This makes it 

possible to reduce the power consumption of the op-amps in a given pipelined ADC 

without sacrificing ADC accuracy.  The HDC technique operates in background dur-

ing normal operation of the pipelined ADC, so it adapts to environmental changes 

without the need to interrupt normal operation of the ADC.  As with other digital cali-

bration techniques, such as presented in [17] and [18], the HDC technique requires a 
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significant amount of digital signal processing.  However, the reduction in op-amp 

power consumption is expected to far exceed the increase in power consumption from 

the extra digital logic. 

The HDC technique is based on a different principle of operation than the only 

other techniques known to the authors that cancel harmonic distortion in pipelined 

ADCs [19, 20].  The benefit of the HDC technique relative to that presented in [19] is 

that it works for any pipelined ADC input signal, and the benefits relative to that pre-

sented in [20] are that it does not have restrictions with respect to dc input signals and 

it is not sensitive to amplifier offsets . 

The paper consists of three main sections.  Section II presents an example 

pipelined ADC architecture and describes the residue amplifier distortion problem.  

Section III presents the signal processing details underlying the HDC technique.  Sec-

tion IV presents an implementation example of the HDC technique. 

II.   THE RESIDUE AMPLIFIER DISTORTION PROBLEM 

A.  An Example Pipelined ADC 

A seven-stage example pipelined ADC architecture is shown in Figure 1.  

Each stage except the last consists of a 9-level flash ADC, a 9-level DAC, and a resi-

due amplifier with a gain of 4.  The last stage consists of just a 9-level flash ADC.  

All the flash ADCs and DACs are clocked simultaneously at a sample rate of fs = 1/Ts.  

The ideal behavior of each flash ADC is to update its digital output each sample time 

to whichever of the 9 values,−4Δ, −3Δ, ..., 4Δ, is closest to the input voltage at that 
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sample time, where Δ is the quantization step-size of the flash ADC.  Therefore, from 

a signal processing point of view each flash ADC ideally acts as a 9-level uniform 

quantizer, and the output of the kth flash ADC is given by 

 [ ] ( ) [ ],k in k s ADC kx n v nT e n= +  (1) 

where vin k(t) is the flash ADC’s input signal, and eADC k[n] is the quantization error 

introduced by the flash ADC.  The input no-overload range of each flash ADC, and, 

therefore, the usable input range of each pipeline stage, is −4.5Δ to 4.5Δ, because the 

magnitude of the quantization error introduced by the flash ADC is bounded by Δ/2 

for input voltages within this range and exceeds Δ/2 otherwise.  The ideal behavior of 

each DAC is to convert the format of its input from a digital representation (e.g., bits) 

to an analog representation (e.g., voltage) without introducing distortion or noise.  

Therefore, from a signal processing point of view an ideal DAC performs no numeri-

cal operation.  It follows that in the absence of non-ideal circuit behavior the input to 

and output of the kth residue amplifier at the nth sample time are given by 

 , (2) 1( ) [ ], and ( ) 4 ( )k s ADC k in k s k sv nT e n v nT v nT+= − =

respectively.  

The outputs of the flash ADCs are combined as shown in Figure 1 to form the 

output of the pipelined ADC, xout[n].  The output, rk[n], of each digital divide-by-four 

block is called the digitized residue of the kth stage.  As can be seen from Figure 1, 

rk[n] = (rk+1[n] + xk+1[n])/4 for k = 1, 2, ..., 5, so recursive application of (28) and (2) 

gives 
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 77

1[ ] ( ) [ ]
4k k s ADCkr n v nT e n−= + . (3) 

Hence, in the absence of non-ideal circuit behavior the quantization error sequences 

from all but the last pipeline stage cancel to give   

 7
1[ ] ( ) [ ]

4096out in s ADCx n v nT e n= + . (4) 

Since eADC 7[n] is bounded in magnitude by Δ/2 and the first pipeline stage has a us-

able input range of −4.5Δ to 4.5Δ, this represents slightly more than 15-bit analog-to-

digital conversion accuracy. 

With ideal circuit behavior, the magnitude of the quantization error from each 

flash ADC is bounded by Δ/2, so the analog output of each pipeline stage ideally 

never exceeds 2Δ in magnitude.  However, non-ideal circuit behavior such as com-

parator offset voltages can cause the analog outputs of the pipeline stages to have 

magnitudes that exceed 2Δ from time to time.  To accommodate such over-range 

conditions, the useable input range of the second through seventh pipelined stages is 

maintained at −4.5Δ to 4.5Δ instead of −2Δ to 2Δ.  In this case, the pipelined ADC is 

said to have an over-range margin of ±2.5Δ.  The over-range margin greatly relaxes 

the performance requirements of the flash ADCs in pipelined ADCs [21]. 

B. Effect of Residue Amplifier Distortion 

The effect of residue amplifier distortion can be demonstrated by considering 

the pipelined ADC of Figure 1 with all ideal components except for the residue ampli-

fier in the first stage.  This scenario is shown in Figure 2, wherein a function, f, is 
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used to represent distortion introduced by the first stage’s residue amplifier.  

The distortion introduced by a practical residue amplifier tends to be well-

modeled as a memoryless, weakly non-linear function of the amplifier’s input volt-

age, so it can be approximated accurately by its first N Taylor series coefficients 

where N typically is small (e.g., N ≤ 5 is common).  Consequently, the distortion 

function,  f, in Figure 2 is given by 

 1
1

( )
N

n
n

n
1f v α

=

= ∑ v . (5) 

The same argument used above to obtain (4) implies that the output of the pipelined 

ADC is now 

 ( )1ideal
[ ] [ ] ( )out out sx n x n f v nT= + , (6) 

where xout[n]|ideal is the ideal output of the pipelined ADC given by (4). 

For example, suppose αn = 0 for all n except n = 1.  This implies that the dis-

tortion is just a gain error, i.e., linear distortion.  In the absence of other non-ideal cir-

cuit behavior, v1(nTs) = eADC 1[n] and is, therefore, bounded in magnitude by Δ/2, so it 

follows from (6) that the maximum magnitude of the error from the non-ideal residue 

amplifier gain is f(Δ/2) = |α1|Δ/2.  It follows from (4) that the quantization error intro-

duced by the ideal version of the pipelined ADC has a maximum magnitude of 

Δ/8192.  Hence, a gain error of just α1 = 1/4096 is sufficient to cause the resulting 

pipelined ADC error to be comparable in magnitude to the pipelined ADC’s quantiza-

tion error.  More generally, if αn = (Δ/2)1−n/4096 = 2n−13Δ1−n, the nth term in (5) gives 

rise to an error component in the pipelined ADC output with a magnitude comparable 
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to the pipelined ADC’s quantization error. 

The 15-bit, 40-MS/s pipelined ADC integrated circuit (IC) presented in [18] 

provides a convenient circuit-level example of the issues described above.  The ADC 

is based on the architecture shown in Figure 1 modified to include digital background 

calibration techniques that cancel ADC error arising from DAC capacitor mismatches 

and interstage gain errors.  The ADC achieves over 90 dB of spurious-free dynamic 

range (SFDR) and 72 dB of peak signal-to-noise-and-distortion ratio (SNDR) over 

the 20 MHz bandwidth.  To achieve sufficiently low distortion for this level of ADC 

performance, high-power residue amplifiers are used in the design: the op-amps in the 

residue amplifiers consume approximately 80% of the 400 mW consumed by the en-

tire IC. 

Had the sample-rate been higher than 40 MHz, even higher-performance, and, 

therefore, higher-power, residue amplifiers would have been required to maintain the 

same SFDR and peak SNDR.  For example, circuit simulations indicate that the pipe-

lined ADC’s SFDR and peak SNDR drop to 65 dB and 56 dB, respectively if the 

sample-rate is increased to 100 MHz without improving the performance of the resi-

due amplifiers1.  Simulation of the residue amplifier stage indicates that this reduction 

in performance comes from both linear gain error associated with incomplete settling 

and from third order distortion; the use of differential circuitry causes the even-order 

terms to be negligible in this example relative to the target specifications of 90 dB 

                                                 
1 The digital logic in the IC limited the clock rate to 50 MHz, so this observation had to be made via 
transistor-level simulation.  However, circuit simulation results up to 50 MHz are consistent with 
measured results. 

 
 



8 

SFDR and 72 dB peak SNDR, and, although higher-order distortion terms are pre-

sent, they too are negligible in this example.  Later in the paper this example is revis-

ited and an implementation of the HDC technique is described that digitally measures 

and cancels the error introduced by the residue amplifiers to restore the SFDR and 

peak SNDR to their target values of 90 dB and 72 dB, respectively. 

III.   SIGNAL PROCESSING DETAILS OF THE HDC TECHNIQUE 

A.  An mth-Order Distortion Correction Example 

To demonstrate the basic idea underlying the HDC technique, a simplified 

case is considered first: the residue amplifier in the first stage introduces only mth-

order distortion, i.e.,  f(v1) = αmv1
m for some integer, m, and all other components in 

the pipelined ADC are ideal. 

The HDC technique for this example is shown in Figure 3.  A set of m uncor-

related, two-level, pseudo-random, digital calibration sequences, t1[n], t2[n], ..., tm[n], 

each of which takes on values of ±A, is zero-mean, and is independent of the pipe-

lined ADC’s input signal, are added to the output of the flash ADC.  They are con-

verted to analog form along with the output sequence from the flash ADC, so the in-

put to residue amplifier at the nth sample time is 

 . (7) 1 1
1

( ) [ ] [
m

s ADC k
k

v nT e n t n
=

= − − ∑ ]

The amplitude, A, of the calibration sequences is chosen such that the sum of the cali-

bration sequences has a maximum amplitude of approximately Δ/4.  Since the sum of 
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the calibration sequences is amplified along with the quantization error from the flash 

ADC, this implies that approximately half of the over-range margin is taken up by the 

calibration sequences, which leaves the other half of the over-range margin for error 

associated with non-ideal circuit behavior. 

The calibration sequences are subjected to the distortion function of the resi-

due amplifier along with the quantization error from the first pipeline stage, and, by 

reasoning similar to that presented in the previous section to obtain (3), 

 1 1 1 7
1[ ] ( ) ( ) [ ]

4096
m

s m s ADCr n v nT v nT e nα= + + . (8) 

It follows that the pipelined ADC output prior to correction by the HDC technique is 

 1 1
1[ ] ( ) ( ) [ ]

4096
m

in s m s ADCy n v nT v nT e nα= + + 7 . (9) 

The purpose of the HDC logic is to estimate αmv1
m(nTs) with which to cancel 

the mth-order distortion in y1[n], i.e., the second term in (9).  It does this by correlat-

ing r1[n] against the product of the calibration sequences, t1[n]t2[n]···tm[n].  The corre-

lation involves multiplying the digital sequence 

 1 1 1 1 7
1

1[ ] [ ] [ ] [ ] ( ) [ ]
4096

m
m

k ADC m s ADC
k

s n r n t n e n v nT e nα
=

= + = − + +∑  (10) 

by t1[n]t2[n]···tm[n], a two-level sequence that takes on values of ±Am, and averaging 

the result.  Since the calibration sequences are zero-mean, uncorrelated with each 

other, and independent of the pipelined ADC’s input signal, it follows that 

t1[n]t2[n]···tm[n] is uncorrelated with all of the terms in (10) except the term 

(m!)t1[n]t2[n]···tm[n]αm that occurs in the expansion of v1(nTs), as given by (7), raised 
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to the mth power.  Consequently, the average of s1[n] times t1[n]t2[n]···tm[n] over n is 

(m!)A2mαm.  The HDC logic multiplies the output of the averager by Km = A−2m/(m!) to 

obtain γm which is an estimate of αm.  It then multiplies γm by r1
m[n] to obtain the es-

timate of αmv1
m(nTs). 

To the extent that the calibration sequences have the above-mentioned statisti-

cal properties, γm converges exactly to αm as the number of samples averaged by the 

HDC logic increases; the more samples in the average, the better the estimate of αm.  

This convergence occurs regardless of the pipelined ADC’s input signal, so the HDC 

technique performs background calibration, i.e., it functions during normal operation 

of the pipelined ADC.  After an initial convergence time during which the averager 

obtains a sufficiently accurate estimate of αm that the pipelined ADC’s accuracy is 

limited by non-ideal circuit behavior other than mth-order residue amplifier distor-

tion, the pipelined ADC operates at its full accuracy, and the HDC technique contin-

ues to track slow variations in αm that may occur because of temperature changes or 

as the device ages.  

Although the estimate of αm has an accuracy that depends only upon the num-

ber of samples averaged by the HDC logic, the accuracy of the estimate of αmv1
m(nTs) 

is limited by the presence of unwanted higher-order terms that occur in r1
m[n].  For 

example, it follows from (8) that if m = 3 and the small last term of (8) is neglected, 

then 

 3 3 2 5 3 7 4 9
3 1 3 1 3 1 3 1 3 1

unwanted terms

[ ] ( ) 3 ( ) 3 ( ) ( )s s sr n v nT v nT v nT v nTα α α α α≅ + + + s��������	�������
 . (11) 
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Fortunately, as demonstrated in the next section the unwanted terms in (11) tend to be 

small in practice in which case they can be neglected. 

For the special case of m = 1, the HDC technique as shown in Figure 3 re-

duces to the gain error correction (GEC) technique presented in [18] and [22].  

Hence, the HDC technique can be viewed as an extension of the GEC technique. 

B. The HDC Technique for Correction of Multiple Orders of Distortion 

By a minor extension of the analysis presented above, it is easy to verify that 

γm converges to αm even if the residue amplifier’s distortion function contains lower-

order distortion terms.  In other words, even if any of the αi for i < m are non-

negligible in (5), the HDC logic shown in Figure 3 accurately estimates αm. 

However, a complication arises if any of the αi for i > m are non-negligible.  

For example, suppose that the HDC technique as shown in Figure 3 is implemented 

with m = 3, but instead of the residue amplifier introducing only third-order distor-

tion, it introduces first-order, third-order, and fifth-order distortion.  That is, suppose 

f(v1) = α1v1 + α3v1
3 + α5v1

5.  In this case (10) becomes 

 3 5
1 1 1 1 3 1 5 1

1[ ] [ ] ( ) ( ) ( ) [
4096ADC s s s ADs n e n v nT v nT v nT e nα α α= − + + + + 7 ]C  (12) 

with v1(nTs) still given by (7).  Expanding the fifth-order term in (12) results in sev-

eral cross-terms that are correlated with the product of the calibration sequences, 

t1[n]t2[n]t3[n].  These terms cause γ3 to converge to a value that differs from α3.  Spe-

cifically, γ3 now converges to 

 [ ]2 2
3 130 10 ADCA e n 5α α⎡ ⎤+ +⎣ ⎦  (13) 
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as the number of averaged samples increases, where 2
1 [ ]ADCe n〈 〉  denotes the average 

of .  Therefore, the presence of non-negligible fifth-order residue amplifier 

distortion prevents the version of the HDC technique shown in 

2
1 [ ]ADCe n

Figure 3 from func-

tioning properly because of the unwanted α5 term in (13). 

As another example, consider the same distortion function, but suppose m = 1.  

In this case the HDC logic correlates a single calibration sequence, t1[n], against r1[n] 

to obtain γ1.  It follows from the presentation above that in the absence of third-order 

and fifth-order distortion, γ1 would converge to α1.  However, the third-order and 

fifth-order terms in (12) contain several cross-terms that are correlated with t1[n].  

Consequently, γ1 converges to 

 2 22 4 2
1 1 3 1 113 3 [ ] 241 130 [ ] 5 [ ]ADC ADC ADCA e n A A e n e n4

5α α α⎡ ⎤ ⎡+ + + + +⎣ ⎦ ⎣
⎤
⎦ . (14) 

From these examples, it is evident that the HDC technique must be modified 

for cases in which the residue amplifier’s distortion function has more than one non-

negligible term.  The idea is to use N two-level calibration sequences as described 

above, correlate r1[n] against t1[n]t2[n]···tk[n] to obtain γk for each k = 1, 2, ..., N, at 

which αk is non-negligible, and estimate the unwanted terms in each γk value to obtain 

an estimate of the corresponding αk. 

For example, suppose again that f(v1) = α1v1 + α3v1
3 + α5v1

5.  In this case, 5 

calibration sequences are used, each of which takes on values of ±A where A = Δ/20.  

The corresponding HDC logic is shown in Figure 4, where Ki = A−2i/(i!).  It calculates 

γ1, γ3, and γ5 as described above, as well as the averages of r1
2[n] and r1

4[n] which are 
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denoted as η2 and η4, respectively.  By the arguments presented above, γ1 converges to 

the quantity given by (14), γ3 converges to the quantity given by (13), γ5 converges to 

α5, and η2 and η4 converge to 2
1 [ ]ADCe n〈 〉  and 4

1 [ ]ADCe n〈 〉 , respectively.  Therefore, the 

vector α’  = M(η2, η4) γ converges to α where 

 

( )

1 1

2 2

3 3

2 4 6 4 2
2 2

2
2 4 2

,     ,    and 

1 13 3 241 390 90 30 5
, 0 1 30 10

0 0 1

A A A A
A

α γ
α γ
α γ

2 4η η η η
η η η

⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥= =⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦

⎡ ⎤− − − + + + −
⎢ ⎥= − −⎢ ⎥
⎢ ⎥⎣ ⎦

α γ

M

. (15) 

The HDC logic uses the resulting estimated values of α1, α3, and α5 to cancel the cor-

responding distortion terms in the pipelined ADC’s output sequence as shown in 

Figure 4. 

C.  Convergence Time 

It follows from the presentation above that the γk values calculated by the 

HDC logic can be written as 

 
1

1 2
1

0

1 if  [ ] [ ] [ ] 01 [ ] [ ] , where [ ]
1 otherwise!

P
k

k k
i

t n t n t n
s i c i c n

k A P
γ

−

=

>⎧
= = ⎨−⎩

∑
"

 (16) 

and P is the number of samples averaged by the averager blocks.  The sign of the 

product of the calibration sequences, c[n], is a random sequence, so for any finite 

value of P, γk is a random variable. 

If the averagers in the HDC logic were ideal, they would evaluate (16) in the 

limit as P→∞ in which case γk would converge to its ideal value, γk|ideal.  However, P 
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is finite in any practical averager, so the convergence process is incomplete and this 

introduces a random estimation error component.  The mean squared value of the es-

timation error, i.e., E{(γk − γk|ideal)2}, can be used to quantify the estimation error.  By 

its definition, c[n] is a white random sequence with zero mean and unity variance.  It 

is independent of the pipelined ADC’s input sequence, any term that does not contain 

one or more of the sequences t1[n], t2[n], …, tk[n] as factors, and any term that con-

tains a calibration sequence other than t1[n], t2[n], …, tk[n] as a factor.  With A set to 

Δ/(4m) (to provide a specific example), it follows from these properties and (16) that 

 ( ){ } 1

2 2 12 2
ideal

0

1 4 1 1E [
!

k P

k k
i

m u i
P k P

γ γ
−

=

] ⎞⎛⎞ ⎞⎛ ⎛− = ⎜ ⎟ ⎜ ⎟ ⎟⎜Δ⎝ ⎝⎠ ⎠ ⎝ ⎠
∑ , (17) 

where m is the number of calibration sequences, and u1[n] is equal to s1[n] minus the 

terms that are correlated with c[n].  Equation (17) specifies the relationship between 

the number of samples averaged and the convergence accuracy of the HDC technique.  

By the design of the pipelined ADC, |u1[n]| < Δ, so (17), viewed as a function of P, 

has the form of a bounded sequence divided by P.  Hence, as expected this implies 

that the estimation error goes to zero as P→∞.   

The required convergence time is the minimum value of P for which the HDC 

logic is able to measure all the αk values with sufficient accuracy that the error arising 

from residue amplifier distortion is canceled to the point that the target specifications 

of the pipelined ADC are met.  Equation (17) gives insight into which terms affect the 

required convergence time.  However, a closed-form expression for the required con-

vergence time is not yet known.  Hence, as demonstrated in the next section, com-
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puter simulations are used to determine the required convergence time on a case-by-

case basis. 

One insight offered by (17) is that the mean squared estimation error for a 

given value of P gets worse as k is increased.  The number of calibration sequences, 

m, must at least equal the order of the highest-order distortion term to be measured by 

the HDC logic, so m is at least as large as k in (17), and the mean squared estimation 

error is proportional to m2k.  Thus, the highest-order distortion term to be measured 

generally determines the required convergence time.  For example, in the HDC tech-

nique implementation presented in the next section, the third-order distortion term is 

the highest term measured by the HDC logic.  This term causes the required conver-

gence time to be on the order of 4 billion samples (e.g., 40 seconds worth of samples 

at a sample-rate of 100 MHz). 

D. Overview of Practical Issues 

To simplify the presentation the HDC technique has been described up to this 

point under the unrealistic assumption that the only non-ideal analog component in 

the pipelined ADC is the residue amplifier in the first pipeline stage.  However, as 

described in the remainder of the paper, the HDC technique is able to function effec-

tively in the presence of realistic circuit non-idealities. 

It follows from the analysis presented above that the convergence process 

works in the presence of any signal that is statistically independent of the calibration 

sequences.  Therefore, circuit noise does not bias the HDC convergence process.  This 

leaves distortion (from components other than the residue amplifier) as the only po-
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tential non-ideal circuit behavior that can significantly affect the convergence of the 

HDC technique.  For example, if the DAC in a pipeline stage to which the HDC tech-

nique is applied introduces non-negligible, non-linear distortion, the HDC technique 

will not properly correct for the residue amplifier distortion.  Fortunately, with dy-

namic element matching (DEM) to scramble component mismatches, the DACs in a 

pipelined ADC can be implemented with extremely high linearity [18, 23].  More-

over, segmentation techniques can be used to create DEM DACs that handle the extra 

levels required to accommodate the calibration sequences with very little extra hard-

ware complexity or latency [18, 24, 25]. 

In the examples presented so far, the HDC technique has been applied only to 

the first pipeline stage, but in general it can be applied simultaneously to as many of 

the pipeline stages as necessary.  As can be deduced from (3) and Figure 1, for each k 

= 1, ..., 6, the combination of pipeline stages k through 7 and the associated digital 

logic is a pipelined ADC in its own right with a resolution of approximately 2(6 − k) 

+ 3 bits.  Therefore by the reasoning presented above, the HDC technique can be ap-

plied simultaneously to any of the first 6 pipeline stages provided calibration se-

quences are used in each stage that are independent of those used in the other stages.  

It follows from the architecture of Figure 1 that any distortion introduced by the kth 

pipeline stage is attenuated by a factor 4k−1 referred to the output, so the distortion in-

troduced by all but the first few stages tends to be negligible.  Consequently, in prac-

tice it is only necessary to apply the HDC technique to the first few stages. 
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IV.   HDC IMPLEMENTATION EXAMPLE 

An example is presented in this section in which the HDC technique is applied 

to the first three stages of the pipelined ADC shown in Figure 1.  The result is shown 

in Figure 5, Figure 6, and Figure 7: Figure 5 shows a high-level view of the pipelined 

ADC, Figure 6 shows the pipelined ADC with expanded views of the first pipeline 

stage and the associated HDC logic, and Figure 7 shows the high-level structure of 

the DEM DAC used in the first three pipeline stages.  The details are described below 

and computer simulation results are presented to demonstrate the performance of the 

system. 

The residue amplifier distortion for this example is modeled after the behavior 

observed via transistor-level circuit simulations in the pipelined ADC of [18] for a 

sample-rate of 100 MHz.  Specifically, for each residue amplifier, the non-negligible 

distortion terms in (5) are α1 = −0.0125, α3 = −2−6 Δ−2, α5 = −2−9 Δ−4, and α7 = −2−11 

Δ−6, where Δ = 250 mV is the step-size of the flash ADC.  It can be deduced for this 

case from the results presented in Section II that only the first-order and third-order 

residue amplifier distortion terms in the first three pipeline stages need be cancelled 

to achieve 15-bit pipelined ADC accuracy.  Therefore, the HDC technique is applied 

in this example to measure and cancel just these distortion terms. 

The details of the first pipeline stage and associated HDC logic are shown in 

Figure 6.  Three pseudo-random ±Δ/16 calibration sequences are added prior to the 

DAC, so the sum of the calibration sequences is a four-level sequence that can range 

from −3Δ/16 to 3Δ/16 in steps of Δ/8.  The use of three ±Δ/16 calibration sequences 
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has two analog circuit implications.  The first implication is that the DAC must have a 

minimum step-size of Δ/8 (instead of Δ as in the fourth through seventh pipeline 

stages) and enough levels to accommodate the calibration sequences.  To avoid ex-

ceeding the input range of the DAC, the sum of the calibration sequences are forced 

to Δ/16 and the HDC estimators for the pipeline stage are disabled when the output of 

the flash ADC is either at its maximum or minimum value.  Therefore, the sum of the 

calibration sequences and the flash ADC output can take on values of 

 
2, 1,0,1  if 3

/ 8 /16,   where  4, 3,..., 4  and    ,
0               if  k 4

k
k i k i

⎧− − ≤⎪Δ + Δ + Δ = − − = ⎨ =⎪⎩
 (18) 

so the DAC must be able to generate these output levels.  The second implication is 

that the calibration sequences occupy almost half of what would otherwise have been 

the over-range margin.  Specifically, it follows from the discussion in Section II that 

the over-range margin for each of the first three stages is ±1.75Δ.  While this tightens 

the design constraints on the flash ADC, it is not difficult to handle in practice [18]. 

As described above, the DAC in each of the first three stages must be capable 

of generating the output levels specified by (18).  This is accomplished by the DAC 

architecture shown in Figure 7.  It consists of a digital DEM encoder block and 15 1-

bit DACs.  Each one-bit DAC outputs a nominal value of −qΔ or qΔ depending upon 

whether its input bit is 0 or 1, respectively, where q is a weighting factor that is fixed 

for a given 1-bit DAC.  There are three 1-bit DACs with q = 1/16, two with q = 1/8, 

two with q = 1/4, and eight with q = 1/2.  With this 1-bit DAC weighting arrange-

ment, for most of the possible input values, xin[n], there are multiple distinct bit vec-
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tors, x1[n], x2[n], …, x14[n], that give rise to the desired nominal output value.  At each 

sample clock, the DEM encoder pseudo-randomly selects one of these multiple, 

nominally equivalent vectors. 

If all the 1-bit DAC step-sizes were ideal, the pseudo-random selection algo-

rithm in the DEM encoder would have no effect.  However, inadvertent component 

mismatches arise during circuit fabrication which causes the 1-bit step-sizes to devi-

ate from their ideal values.  If only one of the possible values of the 1-bit DAC input 

vector, x1[n], x2[n], …, x14[n], were used for each value of xin[n], the step-size errors 

would cause the overall DAC to introduce harmonic distortion.  By pseudo-randomly 

choosing among the different possible 1-bit DAC input vectors for each input sample, 

the DEM encoder causes the overall DAC to introduce white noise that is uncorre-

lated with the other sequences in the pipelined ADC instead of harmonic distortion, 

and the white noise can be removed in the digital domain by a background calibration 

technique [18, 23]. 

From a signal processing point of view the DEM encoder can be viewed as a 

tree of digital logic blocks called switching blocks as shown in Figure 7.  Each 

switching block is labeled Sk,r or Sk,r
seg in the figure, where k and r denote the position 

of the switching block in the tree.  The three switching blocks labeled Sk,r
seg in the fig-

ure are called segmented switching blocks because in each case their two outputs af-

fect the input bits to 1-bit DACs with different weighting factors.  The ten switching 

blocks labeled Sk,r are called non-segmented switching blocks because in each case 

their two outputs only affect the input bits to 1-bit DACs with equal weighting fac-
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tors. 

Each switching block operates on a digital input sequence and generates two 

digital output sequences.  The output sequences generated by each segmented switch-

ing block, Sk,r
seg, are given by 

 , ,
1,1 1, 1 ,

[ ] [ ]
[ ] , and [ ] [ ]

2
k r k r

k
x n s n

k k rx n x− n s n+

+
= = − , (19) 

where xk,r[n] is the input to the switching block and sk,r[n] is a pseudo-random se-

quence, called a switching sequence.  The switching sequence is generated as part of 

the switching block logic as 

  (20) ,
,

0     if [ ] is even                               
[ ]

1   otherwise (chosen pseudo-randomly)
k r

k r

x n
s n

⎧
= ⎨±⎩

The output sequences generated by each non-segmented switching block, Sk,r, 

are given by 

 , , , ,
1,2 1,2 1

[ ] [ ] [ ] [ ]
[ ] , and [ ]

2 2
k r k r k r k r

k r k r
x n s n x n s n

x n x n− − −

+ −
= = , (21) 

where, as before, xk,r[n] is the input to the switching block and sk,r[n] is a switching 

sequence given by (20).  It can be verified from the results presented in [24, 26], and 

[27] that the DEM encoder ensures that output level errors in the 1-bit DACs from 

component mismatches do not cause the overall DAC to introduce harmonic distor-

tion, which is a requirement of the HDC technique. 

It follows from (19), (20), and (21) that the data paths through the switching 

blocks are not clocked, so the DEM encoder could be implemented directly as combi-

national logic.  However, in high-speed pipelined ADCs, latency from the output of 

 
 



21 

the flash ADC through the DAC in each pipeline stage must be minimized because 

the larger the latency the less time is available for the residue amplifier following the 

DAC to settle.  In [18] this issue was addressed by implementing the functionality of 

both the calibration sequence adder and the DEM encoder in parallel as a single layer 

of digital transmission gates along with some digital logic gates through which la-

tency is not critical.  This reduced the latency from the output of the flash ADC 

through the DEM encoder to that of a single transmission gate.  Although the DEM 

encoder shown in Figure 7 is more complicated than that presented in [18], the same 

approach has been taken in the computer simulated implementation described below.  

Since the calibration sequences are known in advance of the flash ADC output data, 

only the combinational logic component through which latency is not critical is in-

creased in this example relative to the DEM encoder presented in [18]. 

The practical version of the HDC logic shown in Figure 6 is a direct imple-

mentation of ideal version shown in Figure 4, except without fifth-order distortion 

correction.  The primary differences between the practical and ideal versions are that 

requantization is used to reduce the bit widths of various data buses to reduce digital 

complexity, and the three averagers are implemented with P = 232 in the practical ver-

sion.  Dithered requantizers are used to perform the requantization as described in 

[23] to avoid introducing harmonic distortion.  Requantization is not necessary, but by 

reducing data bus widths it greatly reduces the area and power consumption of the 

HDC logic, yet the quantization noise it introduces adds only slightly to the HDC 

convergence time.  The random dither sequences and calibration sequences in this 
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example were generated by a single linear feedback shift register of the form de-

scribed in [28]. 

At a sample-rate of 100 MHz with P = 232, each HDC block requires ap-

proximately 43 seconds to converge.  However, the accuracy of each HDC block de-

pends on the accuracies of the HDC blocks in the subsequent stages.  Thus, the total 

convergence time for this example implementation is approximately 2 minutes. 

V.  SIMULATION RESULTS AND HDC LIMITATIONS 

The example pipelined ADC with HDC as described above was simulated 

with various non-ideal circuit effects.  The simulated residue amplifier distortion in 

each stage includes the first through seventh-order distortion terms described above.  

The 1-bit DAC mismatches were chosen as independent Gaussian random variables; 

the standard deviations of the 1-bit DACs with step-sizes of Δ, Δ/2, Δ/4 and Δ/8 are 

0.30%, 0.42%, 0.60%, 0.85%, of Δ = 250 mV, respectively.  The flash ADC threshold 

errors and residue amplifier offset voltages were chosen as independent Gaussian 

random variables with standard deviations of 25 mV and 5 mV, respectively.  A 10 

nVrms
2 white noise signal was added at the input of each residue amplifier to model 

thermal noise. 

Figure 8 (a) shows the power spectral density (PSD) plot2 of the output of the 

residue amplifier simulated alone with a 275mV, 6.4 MHz sinusoidal input signal.  

The amplitude of the input signal is nearly the maximum input that does not overload 

the next stage of the pipeline.  Hence, the output of the residue amplifier consists of 
                                                 
2 The PSDs were estimated using 16 Hanning windowed periodograms of length 16384. 
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the 6.4 MHz fundamental tone plus the residue amplifier distortion terms and thermal 

noise.  The plot demonstrates the non-linear behavior of the residue amplifier. 

Figure 8 (b) and (c) show PSD plots of the pipelined ADC with a −1dB rela-

tive to full scale 6.4 MHz sinusoidal input signal.  Figure 8 (b) shows the case with 

the HDC technique disabled, and Figure 8 (c) shows the case with the HDC technique 

enabled.  Comparison of Figure 8 (b) and (c) indicate that the HDC technique im-

proved the simulated SNDR and SFDR by 26 dB and 30 dB, respectively.  Numerous 

other simulations performed by the authors with different input signals, and different 

random mismatches, ADC thresholds, and DAC mismatches, exhibit similar results. 

Before computing the PSD estimates for the simulation results shown in 

Figure 8 (b) and (c), the components of the final output signal corresponding to DAC 

mismatches and thermal noise were removed so as not to obscure the effect of the 

HDC technique.  Removal of the components corresponding to DAC mismatches can 

be achieved in a practical implementation via the DNC technique presented in [18] 

and [23].  However, the DNC technique is not necessary for the HDC technique to 

function provided dynamic element matching DACs are used to ensure that error in-

troduced by DAC mismatches does not contain significant harmonic distortion.  

One potential limitation of the HDC technique is not demonstrated by the im-

plementation example described above.  The version of the correction scheme pre-

sented in Figure 4 and Figure 6 is not accurate if the error is too big, i.e. if the αn coef-

ficients in (5) are too large – this could happen, for instance, if an open loop residue 

amplifier configuration as in [19] is used instead of a classical closed loop configura-
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tion.  For example, if the distortion function given by (5) can be written as  

 ( ) 3
1 1 1 3 1( ) ( ) ( )s s sf v nT v nT v nTα α= +  (22) 

and the digitized residue, r1[n], in Figure 6 is given by  

 3
1 1 1 3 1[ ] (1 ) ( ) ( )s sr n v nT v nTα α≈ + + , (23) 

the correction signal d1[n] is 

 
( ) ( )
( )

2 2
1 1 1 1 3 1 3 1 3 1 3 1

2 2 2 2 5
3 1 3 1 3 1

[ ] ( ) 4 3 ( )

3 6 3 ( )

3 3
s s

s

d n v nT v nT

v nT

α α α α α α α α α

α α α α α

′ ′ ′ ′ ′ ′ ′ ′ ′≈ + + + + +

′ ′ ′ ′ ′+ + + +…
 (24) 

Subtracting (24) from the uncorrected output given by (6), using (22), and assuming 

that αn ≈ α′n, the pipeline output is 

 
( )

( ) ( )

2 2 2 3
1 1 1 3 1 3 1 3 1

2 2 2 2 5 3 3 7 4 9
3 1 3 1 3 1 3 1 3 1 3 1

[ ] [ ] ( ) 4 3 ( )

3 6 3 ( ) 3 3 ( ) (

out out s sideal

)s s s

x n x n v nT v nT

v nT v nT v nT

α α α α α α α

α α α α α α α α α

≈ − − + + −

− + + − + −
 (25) 

Comparing (25) to (6), it is clear that HDC removes most of the distortion provided 

the αn coefficients are sufficiently small.  However, in some applications this may not 

be the case, in which case the remaining unwanted terms in (25) may not be negligi-

ble for the given application.  In such cases, the modified correction technique shown 

in Figure 9 can be used.  A similar analysis to that presented above indicates that the 

pipelined ADC output is now 

 
( ) ( ) ( )

2 3 4
5 73 3 3
1 12 3 4

1 1 1

3 3[ ] [ ] ( ) ( ) (
1 1 1out out s s sideal

9
1 )x n x n v nT v nT v nTα α α

α α α
≈ − − −

+ + +
 (26) 

Equation (26) shows that linear and third-order distortion has been removed, while 

the remaining unwanted terms are smaller than or comparable to the respective terms 

in (25).  The price paid for the accuracy improvement is increased complexity.  Al-
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though both schemes require the same number of multipliers, the extension of the lat-

ter scheme to correct for higher-order harmonics would result in a more complex 

hardware. 

Another limitation of the HDC technique has not been highlighted by the ex-

ample presented in section IV.  Had it been necessary to apply HDC to correct fifth 

order residue amplifier distortion, a problem would have arisen for the chosen pipe-

lined ADC architecture and target specifications.  Specifically, the fifth-order distor-

tion term for this case is so small that high-order distortion from the coarse quantiza-

tion performed by the flash ADCs in each stage becomes significant and distorts the 

HDC technique’s estimate.  Equation (12) represents the signal used to estimate the 

first stage’s residue amplifier distortion terms under the assumption that the following 

stages are either ideal or perfectly corrected.  A more accurate expression for s1[n] is 

 , (27) 
7

3 5
1 1 1 1 3 1 5 1

2
[ ] [ ] ( ) ( ) ( ) [ ]ADC s s s k ADCk

k
s n e n v nT v nT v nT e nα α α λ

=

= − + + + + +∑ …

where the λk is the amplitude of uncanceled flash ADC error from the kth stage.  

Therefore in the absence of perfect cancellation, every flash ADC contributes error in 

(27).  The error is largely quantization noise which tends to be highly correlated with 

v1[n] and therefore with the pseudorandom sequences.  The smaller the αn coefficients 

to be estimated by the HDC technique, the more significantly the imperfectly can-

celled flash ADC errors distort the estimated coefficient values.  Furthermore, the 

coarse quantization performed by the flash ADCs is a hard non-linearity, so it can not 

be represented by a small number of Taylor series terms.  In conclusion, the HDC 
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technique, as well as any other scheme (e.g., [20]) that assumes the non-linearity to be 

estimated is well-modeled by a small number of Taylor series terms fails to work well 

when the non-linearity to be estimated is very small.  In principle, an analog dither 

signal can be added prior to the flash ADCs to eliminate this problem in cases where 

very small distortion terms must be measured by the HDC technique [29]. 
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Chapter 2 

                                                

 

A 130mW 100MS/s Pipelined ADC with 69dB SNDR  

Enabled by Digital Harmonic Distortion Correction 

  

Abstract—This paper presents a pipelined ADC with two fully-integrated digital 

background calibration techniques: harmonic distortion correction (HDC) to compen-

sate for residue amplifier gain error and nonlinearity and DAC noise cancellation 

(DNC) to compensate for DAC capacitor mismatches. It is the first IC implementa-

tion of HDC, and the results demonstrate that HDC and DNC together facilitate low-

voltage operation and enable reductions in power dissipation relative to comparable 

conventional state-of-the-art pipelined ADCs.  The pipelined ADC achieves a peak 

SNR of 70dB and a −1dBFS SFDR of 85dB at a sample-rate of 100MHz. It is imple-

mented in a 90nm CMOS process and consumes 130mW from 1.2V and 1.0V analog 

and digital power supplies, respectively. 

 

I. INTRODUCTION 

Pipelined ADCs are advantageous and widely used in applications with signal 

bandwidths that are too high for oversampling delta-sigma ADCs to be efficient and 

resolution requirements that are too high for flash ADCs to be efficient.  Nevertheless 
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they are sensitive to distortion introduced by the residue amplifiers in their first few 

stages, and residue amplifier distortion tends to be inversely related to both power 

supply voltage and power consumption.  Therefore, the residue amplifiers are usually 

the dominant consumers of power in high-resolution pipelined ADCs, particularly in 

low supply voltage designs [30- 35]. 

Recently, digital calibration techniques that measure and cancel pipelined 

ADC error arising from distortion introduced by the residue amplifiers have been 

proposed [36- 39].  By relaxing the residue amplifier distortion requirement for a 

given level of ADC accuracy, they offer the potential to significantly reduce power 

consumption and supply voltage in high-resolution pipelined ADCs.  One such tech-

nique, harmonic distortion correction (HDC), is applied to the pipelined ADC de-

scribed in this paper.  It enables the ADC to achieve a peak signal to noise and distor-

tion ratio (SNDR) of 70 dB over its 50 MHz Nyquist band despite the use of residue 

amplifiers with a DC loop gain of only 23 dB and a unity gain bandwidth of only 

200MHz. 

The pipelined ADC also incorporates a recently proposed digital calibration 

technique called DAC noise cancellation (DNC) to compensate for error introduced 

by DAC capacitor mismatches [40].  Together, HDC and DNC enable the pipelined 

ADC to achieve state of the art power consumption relative to comparable published 

ADCs despite a low analog power supply voltage of 1.2V. 

The work presented in this paper is the first IC implementation of HDC, so the 

focus of the paper is to describe the practical implementation issues associated with 
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HDC.  The paper consists of four main sections.  Section II provides a brief descrip-

tion of the conventional portion of the implemented pipelined ADC, a model for the 

residue amplifier distortion, and a brief description of the theory underlying HDC. 

Section III describes the system-level implementation details and issues associated 

with HDC, Section IV describes the analog circuit implementation details of the pipe-

lined ADC, and Section V presents measurement results. 

II. BACKGROUND INFORMATION 

A. The Underlying Pipelined ADC Architecture 

A conventional six-stage 14-b pipelined ADC architecture is shown in Figure 

10.  Each stage except the last consists of a 9-level flash ADC, a 9-level DAC, and a 

residue amplifier with an ideal gain of 4.  The last stage is just a 17-level flash ADC.  

This structure is well known in literature and it is described below using the same no-

tation as in [37]. 

Each 9-level flash ADC ideally behaves as a uniform quantizer with quantiza-

tion step of size Δ and input range extending from −4.5Δ to 4.5Δ.  In this design, the 

nominal value of Δ is 170mV.  The output of the kth flash ADC at the nth sample time 

is given by 

 ,[ ] ( ) [ ]k in k S ADC k,x n v nT e n= + , (28) 

where vin,k(nTS) is the flash ADC input signal, TS is the sample interval, and eADC,k[n] 

is the error introduced by the flash ADC, i.e., the output minus the input of the flash 
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ADC with the least significant bit (LSB) of the flash ADC output taken to have a 

weight of Δ.  It is customary to refer to eADC,k[n] as quantization error although in 

practice it contains both error arising from quantization as well as error arising from 

non-ideal circuit behavior such as comparator offset voltages.  In the absence of non-

ideal circuit behavior it is bounded in magnitude by Δ/2. 

The 9-level DAC converts the output of the flash ADC into analog format.  

The difference between the pipelined ADC input sample and the output of the DAC, 

called the residue, is amplified by the residue amplifier and the result is fed to the 

next pipeline stage. 

It follows from (28) that in the absence of non-ideal circuit behavior, the input 

to and output of the kth residue amplifier at the nth sample time are  

 , (29) , , 1( ) [ ], and ( ) 4 (k S ADC k in k S k Sv nT e n v nT v nT+= − = )

respectively. In this case the output of the kth residue amplifier is bounded between 

−2Δ and 2Δ, whereas the input range of the subsequent stage to which it is applied 

extends from −4.5Δ to 4.5Δ.  The extra input range is called over range margin.  Its 

purpose is to accommodate error from non-ideal circuit behavior such as flash ADC 

threshold deviations. 

As indicated in Figure 11, the output of the divide-by-four block in the kth 

pipeline stage, referred to as the stage’s digitized residue, can be written as rk[n] = 

(rk+1[n] + xk+1[n])/4.  Therefore, it follows from (28) and (29) that the output of the kth 

stage can be written as: 
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 , 1
, ,

[ ]
[ ] [ ] [ ] ( ) [ ] 

4
ADC k

out k k k in k S k

e n
1x n x n r n v nT r n+

+= + = + + , (30) 

where k = 1, 2, …, 5, and r6[n] = 0.  Recursive application of (28) and (29) in (30) 

gives 

 , , ,66

1[ ] ( ) [ ]
4out k in k S ADCkx n v nT e n−= + . (31) 

This implies that for each k, stages k through 6 together behave as a (16−2k)-b ADC.  

For example, stages 2 through 6 together behave as a 12-b ADC. 

B. The Residue Amplifier Distortion Problem 

The residue amplifier is usually implemented as an op-amp in a switched ca-

pacitor feedback loop [30-35, 39, 41, 46, 49, 52, 53].  When op-amp hard nonlineari-

ties caused by effects like slew rate limiting or clipping are negligible, the residue 

amplifier tends to be well modeled as a memoryless, weakly nonlinear function of the 

amplifier’s input voltage, as shown in Figure 12, with 

 
1

( )
N

i
i

i
f v vα

=

= ∑ , (32) 

where α1 is a linear gain error coefficient and αi for i > 1 are nonlinear distortion co-

efficients. 

Figure 13 shows a simplified representation of the pipelined ADC that in-

cludes the effect of op-amp nonlinearity in the first stage.  Applying the same reason-

ing used above to obtain (31), it follows that 
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out out Sideal

in S ADC S

x n x n f v nT

v nT e n f v nT

= +

= + + ,
 (33) 

where in the last expression xout,1[n]|ideal has been replaced by (31) with k = 1.  There-

fore, the f(v1(nTS)) term appears in the output of the pipelined ADC.  Furthermore, it 

follows from (29) that the f(v1(nTS)) term is a function of the quantization noise from 

the flash ADC in Stage 1 which is a nonlinear function of the input signal. 

The conventional way to address this problem is to rely on feedback to sup-

press the residue amplifier distortion: the higher the gain and bandwidth of the op-

amp, the better the suppression.  Therefore in a conventional pipelined ADC design, 

the magnitudes of the αi coefficients in f are reduced to the point that f has negligible 

effect on the digital output signal.  Unfortunately, this is usually done at the expense 

of increased power consumption and circuit area. 

C. HDC Overview 

The alternative approach taken in this design is to use op-amps with larger 

magnitudes of the αi coefficients in f, in return for lower op-amp power and area con-

sumption, and then digitally estimate and cancel the resulting nonlinear distortion in 

the pipelined ADC output via HDC. 

As described in Section IV, the op-amp used in this design has an open loop 

DC gain of 43dB which translates into a residue amplifier DC loop gain of 23dB.  

Transistor level simulations under typical conditions indicate that the residue ampli-

fier is well-modeled as shown in Figure 12 with α1 = −0.06, α2 = 0, α3 = −0.3V−2, α5 = 
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−2V−4 and αi = 0 for i > 5.  Without HDC, the resulting −1dBFS signal-to-noise and 

distortion ratio (SNDR) for the pipelined ADC would be 43dB, which is 26dB below 

the target specification.  

Extensive circuit simulations run during the design phase of the pipelined 

ADC IC further indicate that only the distortion introduced by α1 and α3 must be cor-

rected to achieve the 70dB SNDR target specification.  The magnitudes of αi for even 

values of i are negligible because of the differential circuitry used throughout the 

ADC, and magnitudes of αi for odd values of i ≥ 5 are negligible because hard nonlin-

earities such as slew rate limiting in the op-amps have been avoided.  Therefore, HDC 

is configured in this work to compensate only for residue amplifier distortion associ-

ated with α1 and α3. 

A full description of the theory behind HDC is presented in [37].  The purpose 

of this section is to provide a brief overview of HDC with enough information to sup-

port the subsequent description of its application to the pipelined ADC prototype. 

HDC can be applied to each stage of a pipelined ADC to compensate for the 

distortion introduced by that stage’s residue amplifier.  In each stage it consists of an 

estimation portion and a correction portion.  The former estimates the αi coefficients 

in (32) for that stage’s residue amplifier, and the latter uses the estimates to compen-

sate for the distortion. In the following, the correction portion is described prior to the 

estimation portion, both in the context of HDC applied to the first pipeline stage. 
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Correction Portion of HDC 

Neglecting the quantization error eADC,6[n] and assuming ideal behavior of the 

stages 2-6, r1[n] can be expressed as 

 
( )1

3
1 1 1 1 3 1

( )

[ ] ( ) ( ) (
S

S S

f v nT

r n v nT v nT v nTα α+ ⋅ + ⋅� )S�����	����
 . (34) 

Figure 14 shows the proposed correction method, which implements: 
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v nT

1
α

α α
= −

+ +

+�
 (35) 

As detailed in [37], the correction process introduces fifth and higher-order 

distortion terms in r1[n]|corrected, but they can be neglected because the power of the 

error they introduce in the pipelined ADC output is much lower than the target noise 

floor. 

Estimation Portion of HDC 

A digital calibration sequence, c[n], is added to the output of the flash ADC as 

shown in Figure 15 to enable estimation of the α1 and α3 coefficients associated with 

the residue amplifier in the first pipeline stage.  As indicated in the figure, c[n] is con-

verted to analog form by the DAC, so it is subtracted from the input of the residue 

amplifier.  This causes several extra terms related to c[n] to appear as components in 

the digitized residue.  Two of the extra terms are proportional to α1c[n] and α3(c[n])3, 

and the HDC estimation algorithm uses these terms to estimate the α1 and α3 coeffi-

cients. 
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HDC is a background calibration technique so it must estimate the α1 and α3 

coefficients during normal operation of the ADC.  Therefore, c[n] must be such that 

the terms proportional to α1c[n] and α3(c[n])3 can be measured in the digital residue 

even in the presence of other, potentially much larger and unknown terms related to 

the pipelined ADC input signal.  Furthermore, it must have a relatively small magni-

tude so it only occupies a portion of the over range margin of the subsequent pipeline 

stage. 

The simplest known calibration sequence with these properties is a four-level 

sequence of the form c[n] = t1[n]+t2[n]+t3[n], where the three ti[n] sequences are 2-

level, independent, zero-mean pseudo-random sequences that take on values of ±A (in 

this design A = Δ/16).  For example, with this calibration sequence the α3(c[n])3 term 

in the digitized residue contains the term 6α3t1[n]t2[n]t3[n].  Since t1[n]t2[n]t3[n] is a 

known, 2-level, zero-mean pseudorandom sequence that takes on values of ±A3 and is 

uncorrelated with all the other signal components in the digitized residue, it follows 

that the average of the product of the digitized residue and t1[n]t2[n]t3[n] converges to 

6A6α3 regardless of the input signal to the pipelined ADC. 

The HDC algorithm calculates the following correlations  

1 1
2

1 1 1 3 1 1 2 3 22 6
0 0

1 1[ ] [ ], [ ] [ ] [ ] [ ], and [ ],
6

P P

n n
s n t n s n t n t n t n s n
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γ γ η

− −

= =

= − = − =∑ ∑
1

1
0

1 P

n

−

=
∑ (36) 

where s1[n] = r1[n] + c[n] and P is the number of samples averaged (e.g., P = 232 was 

used for most of the measurement results presented in Section V). It can be verified 

that, provided the residue amplifier is the only significant source of nonlinearity in the 
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system, these correlations converge to 

 ( )2 2 2
1 1 ,1 3 3 3 2 ,17 3 [ ] , , and [ADC ADCA e n e nγ α α γ α η= + + = � ] , (37) 

in the limit as P→∞ regardless of the input to the pipelined ADC, where 〈·〉 indicates 

the infinite time average operation.  The HDC algorithm uses these correlation values 

to calculate the coefficients required by (35) as follows: 

 
( )
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α γ
α γ η γ

=
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=
+ + − +

 (38) 

It follows from (37) that γ3 is an unbiased estimate of α3, whereas γ1 is an es-

timate of α1 that is biased by α3.  Therefore, accurate estimation of α1 requires 

knowledge of α3.  Unlike HDC, the gain error correction (GEC) technique presented 

in [41] calculates the equivalent of γ1 and uses it as an estimate of α1 directly, so it 

implicitly assumes that α3 is negligible.  Consequently, highly linear residue amplifi-

cation is a prerequisite for GEC to function properly. 

Simulation results under the typical conditions described in Section II.B indi-

cate that if the HDC correction is performed as indicated in Figure 14 except with α3 

set to zero, then the SNDR and SFDR decrease by 1.7dB and 3dB, respectively.  

However, if HDC correction is performed as indicated in Figure 14 except with γ3 set 

to zero in (38), which is equivalent to the correction performed by GEC, then the 

SNDR and SFDR drop by about 7dB and 13dB, respectively. 
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III. DIGITAL CALIBRATION SYSTEM-LEVEL DETAILS 

A. Required Analog Enhancements for HDC 

Most of the enhancements required to implement HDC in a pipelined ADC 

stage are digital.  The only exception is that the DAC must be modified as described 

in this section.  To simplify the notation, the description is in the context of HDC ap-

plied to first stage. 

The calibration signal, c[n], described above takes on values of −3Δ/16, 

−Δ/16, Δ/16, and 3Δ/16 and the output of the flash ADC, x1[n], takes on values of 

−4Δ, −3Δ, −2Δ, …, 3Δ, and 4Δ, so a 69-level DAC with step size of Δ/8 is required to 

represent the signal x1[n] + c[n].  Although a 69-level DAC could be implemented, as 

explained later it is more convenient to implement a 65-level DAC.  Therefore, a 65-

level DAC has been implemented in this design.  To ensure that x1[n] + c[n] stays 

within the 65 level range of the DAC, the addition of c[n] is disabled when x1[n] = 

±4Δ, i.e., when the input to the flash ADC has a magnitude between 3.5Δ and 4.5Δ3. 

A 65-level DAC can be implemented by adding the outputs of 64 unity-

weighted 1-b DACs.  In absence of mismatches among the 1-b DACs, the output of 

the DAC would be  y[n] = x1[n] + c[n].  Unfortunately, mismatches among the 1-b 

DACs inevitably introduced during fabrication cause the output of the DAC to be  

 ( )1[ ] [ ] [ ] [ ]DAC DAC DACy n x n c n e nα β= + + + , (39) 

                                                 
3  Disabling the addition of c[n] may also slow down the convergence of the HDC algorithm, because 
the samples for which c[n] is disabled are not used in the correlation processes described by (36).  For 
example, a sinusoid with a full-scale amplitude of 4.5Δ would cause the addition of c[n] to be disabled 
43% of the time.  No reduction in convergence time occurs for signals with magnitudes below 3.5Δ. 
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where αDAC is a constant gain, βDAC is a constant offset, and eDAC[n] is non-constant 

error referred to as DAC noise [40]. If each possible value of x1[n] + c[n] is mapped to 

a unique set of input bits to the 64 1-b DACs, then eDAC[n] is a deterministic nonlinear 

function of the flash ADC output signal, in which case the DAC is a source of nonlin-

ear distortion. 

Dynamic Element Matching (DEM) is used in this design to eliminate the 

DAC as a significant source of nonlinear distortion. The idea behind DEM is that for 

most values of x1[n] + c[n], there are multiple ways to set the input bits of the 1-b 

DACs that would yield y[n] = x1[n] + c[n] in the absence of mismatches among the 1-

b DACs.  A DEM encoder prior to the 1-b DACs pseudo-randomly selects one of 

these valid sets of input bits each sample period, in such a way that eDAC[n] has zero 

mean and is uncorrelated with x1[n] + c[n].   

In a pipeline stage, the propagation delay between the output of the Flash 

ADC and the output of the DEM encoder must be minimized, because it reduces the 

time available for the sampling phase or the amplification phase of the stage.  Reduc-

ing the time for the sampling phase reduces the pipelined ADC’s input signal band-

width, whereas reducing the time for the amplification phase reduces the settling time 

available for the op-amp.  In this implementation, the time allocated for the propaga-

tion delay is about 300ps. 

One way to achieve this target propagation delay is to use two layers of paral-

lel transmission gates (T-gates).  The first layer of 4×64 = 256 T-gates would compute 

the sum x1[n] and c[n], and the second layer of 642 = 4096 T-gates would implement 
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the DEM encoder. Unfortunately this solution requires 4352 T-gates with an estimated 

area of 60,000 μm2 not including the overhead due the routing.  Therefore, this strat-

egy was considered impractical. 

Instead the segmented DEM DAC shown in Figure 16 has been implemented. 

The structure has 14 1-b DACs, 8 with weight Δ, 2 with weight Δ/2, 2 with weight 

Δ/4 and 2 with weight Δ/8.  As quantified below, the benefit of this structure is that 

the DEM encoder can be implemented with much lower circuit area than the DEM 

encoder mentioned above.  However, as explained in [42], a fundamental limitation 

of segmented DEM DACs is that to achieve the desired eDAC[n] properties they must 

limit the range of their input sequences to less than the total possible output range of 

their 1-b DACs.  In this case, the input bits of the 1-b DACs shown in Figure 16 could 

be set to achieve any of 79 output levels, but the DEM encoder is only able to achieve 

the desired eDAC[n] properties if it limits the range of the DAC to 65 levels.  There-

fore, the segmented DEM DAC requires 22% more capacitance in its set of 1-b DACs 

than would be required in a comparable DEM DAC with 64 unity-weighted 1-b 

DACs.  Furthermore, the extra capacitance introduces a 0.5dB increase in KT/C noise.  

Nevertheless, these drawbacks are considered worthwhile tradeoffs for the reduction 

in DEM encoder complexity. 

The signal processing performed by the DEM encoder is that of the segmented 

tree-structured DEM encoder shown in Figure 17 with an input sequence given by4 

                                                 
4 The use of notation ck,r[n] for the DEM encoder signals has been chosen to align with [42, 43] (ck,r[n] 
should not be confused with the calibration sequence c[n]). 
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c n

+ − Δ
= ⋅

Δ
+ . (40) 

The DEM encoder is similar to that presented in [42, 43 ]5.  It consists of 13 digital 

switching blocks.  Switching blocks S6,1, S5,1, and S4,1, are called segmenting switching 

blocks and the remaining switching blocks are called non-segmenting switching 

blocks.  Each switching block calculates its two output sequences as a function of its 

input sequence and one of 13 pseudo-random 1-b sequences, dk,r[n], k = 1, 2, …, 6, 

and r = 1, 2, …, 6, and 7. The dk,r[n] sequences are designed to well-approximate 

white random sequences that are independent from each other and x[n], and each take 

on values of 0 and 1 with equal probability. The switching blocks function as shown 

in Figure 17 with 
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for k = 4, 5, and 6, and 
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 (42) 

for k = 1, 2, and 3, and r = 1, 2, …, 6, and 7. 

In this design, the addition of x1[n] and c[n] and the functionality of the seg-

mented DEM encoder described above are implemented such that all time-critical op-

erations are performed by a layer of 24 parallel T-gates followed by a layer of 64 par-

allel T-gates.  Therefore, the total propagation time is equal to that of 2 cascaded T-
                                                 
5 A 69-level version of the DEM DAC could have been implemented by combining the techniques pre-
sented in [42] and [44], but it would have been more complex. 
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gates.  The way this is achieved is explained below. 

Note from (40) and (41) that the amplitude of s6,1[n] is chosen depending upon 

the parity of c6,1[n], which in turn depends only on c[n]. Therefore the calculations 

performed by switching block S6,1 do not involve the output of the flash ADC, x1[n], 

so they can be performed before x1[n] is available.  Similar reasoning applies to 

switching blocks S5,1, S4,1, S1,1, S1,2, and S1,3.  Therefore the input bits to the bottom 6 

1-b DACs in Figure 17 can be computed before the Flash ADC output is available. 

By similar reasoning it can be verified that upper output of S4,1 is  

 3,1 1[ ] [ ] / 4 [ ]c n x n q n= Δ + +  (43) 

where q[n] is a function of c[n], s6,1[n], s5,1[n], and s4,1[n], and can take on values of 

only –1, 0, and 1. A low-latency implementation of (43) is achieved by combining 24 

parallel T-gates that can implement the three input-output connection configurations 

shown in Figure 18.  In this design x1[n]/Δ + 4 can take on values of 0, 1, 2, …, 7, and 

8 and is provided by the flash ADC in the form of a thermometer code. Therefore, the 

mapping shown in Figure 18 results in a thermometer code representation of x1[n]/Δ + 

4 + q[n]. Since q[n] is known before the flash ADC output is ready, the T-gate con-

figuration is selected in advance, thereby minimizing latency. 

Figure 19 shows the implementation of the combined x1[n] + c[n] summer and 

the segmented DEM encoder.  The first layer of 24 T-gates implements (43) as de-

scribed above, and the second layer of 64 T-gates maps the combined operation of 

S3,1, S2,1, S2,2, S1,4, S1,5, S1,6, S1,7.  As demonstrated in [40] and [41] the configuration 

of such T-gates does not depend on the signal c3,1[n], so it is selected in advance.  
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Standard logic is used to realize all components for which the timing is not critical.  

These components include the pseudo-random number generator (PRNG), switching 

blocks S6,1, S5,1, S4,1, S1,1, S1,2, and S1,3, and all the circuitry that drives the T-gates. 

As described above, when x1[n] = ±4Δ the addition of c[n] must be disabled.  

To do this with minimal latency, the inputs to the bottom six 1-b DACs in Figure 16 

are computed for both cases (addition of c[n] enabled and disabled) and then the cor-

rect choice is selected by a multiplexer.  For the upper 8 1-b DACs, the T-gates in the 

first layer provide the disabling function: it can be verified from Figure 18 that when 

the flash ADC output is full scale (all the thermometer bits are 1’s or 0’s), q[n] has no 

effect on the signal. 

B. HDC Digital Logic 

The details of the HDC block in Figure 15 are shown in Figure 20.  The HDC 

block implements the calculations described in Section II.C with some extra features 

to reduce complexity. 

The signal s1[n] is requantized to 6 bits prior to the correlators, and its squared 

value is requantized to 4 bits prior to the η2 average and dump operation to reduce the 

size of the HDC logic.  Dithered requantizers are used to ensure that the resulting 

quantization noise is zero-mean and uncorrelated with s1[n] [45], which is sufficient 

to avoid corrupting the correlations.  Although the quantization noise slows down the 

correlation process slightly, it has been found from simulation and approximate 

analysis that the increase in convergence time is negligible. 
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The average and dump blocks shown in Figure 20 compute A2γ1, 6A6γ3 and η2 

according to (37). They each average 2P valid samples (i.e. samples for which c[n] 

was enabled) where P is an integer between 28 and 34 (selectable via serial port con-

trol), and then output the average. Each time a new average is produced, the average 

and dump blocks are reset and start over.  When new averages are ready, they are 

scaled as necessary to obtain γ1, γ3 and η2, and further processed by digital logic that 

implements (38).  Since the estimates are updated only once every 2P valid samples, 

all the post processing only needs to produce new values at the same low rate, thus 

allowing a low-power and low-area realization. Four full speed multipliers and one 

adder implement (35). 

C. Application of HDC and DNC to Multiple Pipeline Stages 

In this design, HDC has been applied to the first three stages, as shown in 

Figure 21. The calibration sequences c1[n], c2[n] and c3[n] are added and three HDC 

blocks, labeled HDC1, HDC2, and HDC3, are included in the first three stages, re-

spectively. As explained in Section III.D, the coefficient estimation process performed 

by HDC in a given stage is most accurate when the residue amplifier in that stage is 

the primary source of distortion.  Therefore, the coefficient estimation process is im-

plemented first in Stage 3, then in Stage 2, and then in Stage 1, at which point the cy-

cle is repeated.  

Figure 21 also shows blocks that implement DNC in the first three pipeline 

stages.  Each DNC block estimates and cancels the DAC noise introduced by the cor-
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responding 65-level DAC. The implementation of DNC has been explained in [41], 

so further description of it is omitted from this paper. 

HDC and DNC operate in background during normal operation of the pipe-

lined ADC, so they adapt to environmental changes without interrupting normal ADC 

operation. However, initial convergence requires 130 seconds in this design (ap-

proximately 43 seconds per stage limited by HDC convergence). Although not im-

plemented, simulations indicate that an auto-calibration mode with no changes to 

HDC or DNC except for zeroing the input signal and using 4ck[n] in place of ck[n] in 

each of the first three stages would reduce the initial convergence time to less than a 

second. 

D. Effect of Quantizer Nonlinearity on HDC 

The estimation portion of HDC in a given pipeline stage measures distortion 

in that stage’s digitized residue regardless of its source, but the correction portion of 

HDC is based on the assumption that all of the measured distortion came from that 

stage’s residue amplifier.  Therefore, the theory behind HDC implicitly assumes that 

the residue amplifier is the only significant source of nonlinearity in the pipelined 

ADC. 

Nevertheless, under certain conditions the flash ADCs can be a significant 

source of nonlinearity in a pipelined ADC.  Ideally, only the last stage’s flash ADC 

quantization noise, i.e., eADC,6[n], appears in the output of the pipelined ADC and the 

thermal noise level is high enough that it acts like dither and prevents eADC,6[n] from 
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introducing significant nonlinear distortion.  However, due to non-zero α1 and α3, the 

quantization error from the first 5 stages is not perfectly canceled in practice, and this 

causes leakage of quantization error to the output.  Even in the stages with HDC some 

leakage of quantization error always occurs, because the estimation process is never 

perfect. 

To simplify the description of the problem, suppose the pipelined ADC has 

ideal components except that the residue amplifier in the second stage has a non-zero 

value of α1 such that a fraction, λ2, of quantization error, eADC,2[n], leaks into the digi-

tized residue, r1[n].  In this case it follows from (37) that γ1 and γ3 of HDC1 contain 

terms ¼λ2〈eADC,2[n]t1[n]〉 and ¼λ2〈eADC,2[n]t1[n] t2[n] t3[n]〉, respectively.  If either of 

these terms are non-zero, the estimates of the parameters α1 and α3 in stage 1 are cor-

rupted.  For example, it can be shown that when the pipelined ADC input stays in the 

range –Δ/16 to Δ/16, 〈eADC,2[n]t1[n]t2[n]t3[n]〉  = A3Δ/4, whereas when the pipelined 

ADC input stays in the range Δ/16 to 3Δ/16, 〈eADC,2[n]t1[n]t2[n]t3[n]〉 = –A3Δ/4.  In 

both cases even a small leakage of λ2 = 1×10-4 causes the estimate of α3 to have a 

magnitude of 0.139V-2 (recall that α3 = 0 for this hypothetical example).  Thus, the 

estimation error is almost 50% of the typical α3 value of –0.3V-2 achieved by the op-

amps used in the pipelined ADC prototype IC. 

More generally, for DC and low-amplitude pipelined ADC input signals the 

correlation between eADC,2[n] and t1[n]t2[n]t3[n] tends to be nonzero, which corrupts 

the estimates of α3.  This problem is negligible when the input signal amplitude is 
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greater than –9dBFS, because in such cases the signal at the input of the second 

stage’s flash ADC is sufficiently busy that 〈eADC,2[n] t1[n] t2[n] t3[n]〉 is close to zero. 

The problem described above is not unique to HDC.  It affects all of the 

known residue amplifier distortion calibration techniques because they each use a 

pipelined ADC to measure the distortion from its own residue amplifiers.  In each 

case, the distortion from all sources in the pipelined ADC is measured but the distor-

tion is corrected under the assumption that the residue amplifiers are the only signifi-

cant distortion sources. 

E. An Improved Calibration Sequence 

One way to mitigate the problem is to use a calibration sequence consisting of 

5 ti[n] sequences instead of 3 ti[n] sequences, i.e. c[n] = t1[n]+t2[n]+t3[n]+t4[n]+t5[n].  

The 2 extra sequences add enough dither to decorrelate eADC,2[n] from t1[n] and t1[n] 

t2[n] t3[n], thus allowing successful convergence even for low-amplitude pipelined 

ADC input signals. 

A drawback of this solution is that the two extra ti[n] sequences increase the 

magnitude of the calibration sequence by Δ/8, so additional over range margin is used 

by the terms in the residue amplifier output associated with the calibration sequence.  

In this design, the drawback was found to be acceptable because the extra area and 

power consumption required to correspondingly reduce the flash ADC threshold er-

rors, negligibly increased the overall circuit area and power consumption of the pipe-

lined ADC prototype IC. 
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Unfortunately, a wiring mistake was made in the pipelined ADC prototype IC 

which caused the HDC calibration sequence in each HDC-enabled pipeline stage to 

be the sum of three rather than five ti[n] sequences.  All five sequences are generated 

on chip for each HDC-enabled pipeline stage, but the wiring mistake prevented two 

of the five sequences from being used.  As described above, the consequence of this 

mistake is that each stage’s estimates of the α1 and α3 coefficients tend to be wrong 

for small-amplitude pipelined ADC input signals. 

Normally, each HDC block continually updates its coefficients, but it can op-

tionally freeze the coefficients after convergence.  In order to test the pipelined ADC 

for small-amplitude input signals, the measurement results presented in Section V 

were obtained by allowing the HDC blocks to converge with a large-amplitude pipe-

lined ADC input signal and then freezing the coefficients via serial port control.  

Measurements with frozen coefficients for numerous input signals, including small 

input signals, indicate that full performance is achieved in all cases as expected. 

F. A Detection Method for Invalid Correlations 

It can be shown that the dithering effect provided by adding the five ti[n] se-

quences completely removes any correlation between eADC,2[n] and the sequences 

t1[n] and t1[n]t2[n]t3[n], in the case where α1 = 0.  When α1 ≠ 0, there are some small 

ranges of pipelined ADC input signals for which the quantization error eADC,2[n] is 

still correlated with t1[n]t2[n]t3[n].  For example, suppose α1 = −0.06.  Then a pipe-

lined ADC input signal that stays between 0.051Δ and 0.066Δ causes 〈eADC,2[n] t1[n] 
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t2[n] t3[n]〉 = A3Δ/32, and one that stays between 0.066Δ and 0.081Δ causes 〈eADC,2[n] 

t1[n] t2[n] t3[n]〉 = −A3Δ/32, both of which would lead to invalid estimates of the distor-

tion parameters. 

As seen in the above example, the ranges of inputs for which 〈eADC,2[n] t1[n] 

t2[n] t3[n]〉 ≠ 0 come in doublets, and each side of the doublet has opposite correla-

tions.  Therefore input signals that are sufficiently busy spend roughly equal time in 

each of the two sides of the doublet, so the effect of this undesired correlation tends to 

be small.  Consequently the existence of these doublets does not seem to affect HDC 

accuracy significantly. 

However, if necessary it is possible to detect invalid correlation results so as 

to avoid updating the distortion coefficients, until a new successful estimate is avail-

able.  In the remainder of this section, a method to detect a bad estimate is described6. 

The output x2[n] of the Flash ADC of stage 2 can be correlated against 

t1[n]t2[n]t3[n] and the result can be used with the output of the second correlator of 

HDC1 to generate an estimate of the quantity 

 1 1 2 3 2 1 2 3
1[ ] [ ] [ ] [ ] [ ] [ ] [ ] [ ]
4

s n t n t n t n x n t n t n t n⋅ − ⋅ . (44) 

It follows from the reasoning described in Section II that 

 6
2 1 2 3 3 2 1 2 3

1 1[ ] [ ] [ ] [ ] 6 [ ] [ ] [ ] [ ]
4 4 ADCx n t n t n t n A e n t n t n t nα⋅ = − + ⋅ , (45) 

and 

                                                 
6 The authors were not aware of the presence of such doublets until after the tape out, so the detection 
method described in this section was not implemented in the pipelined ADC prototype IC. 
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 6 2
1 1 2 3 3 2 1 2 3[ ] [ ] [ ] [ ] 6 [ ] [ ] [ ] [ ]

4 ADCs n t n t n t n A e n t n t n t nλα⋅ = − + ⋅ , (46) 

where the last term in (46) is due to the leakage of quantization error.  In practice λ2 

<< 1 and |〈eADC,2[n]t1[n]t2[n]t3[n]〉| < A3Δ/2.  Therefore, whenever the magnitude of 

the estimate of (44) is larger than λ2-maxA3Δ/2, where λ2-max is an upper bound on λ2, it 

indicates that 〈eADC,2[n]t1[n]t2[n]t3[n]〉 is large enough to cause the HDC estimates to 

be corrupted.  Furthermore, λ2-max need not be a tight upper bound on λ2.  For exam-

ple, in this system setting λ2-max = 0.01 would work because it would ensure that the 

estimate of α3 is precise within 10% assuming λ2 = 1×10-3 and α3 = −0.3, which is suf-

ficient accuracy to achieve the target ADC performance. 

IV. ANALOG CIRCUIT DETAILS  

Additional details of the analog and mixed-signal portions of the first three 

pipeline stages are shown in Figure 22(a).  The fourth and fifth stages have a similar 

structure, except no calibration sequence is added, and therefore a 9-level DEM DAC 

with a step size of Δ is used in place of the 65-level DEM DAC. Additional details of 

the last pipeline stage are shown in Figure 22(b). 

As shown in Figure 22(a) the continuous time input signal is sampled by two 

separate passive sampling networks, the outputs of which are connected to the residue 

amplifier and the flash ADC, respectively [46].  The DAC is realized as a separate 

circuit connected to the input terminals of the residue amplifier.  

A differential switched capacitor unit sampling cell with a simplified timing 
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diagram are shown in Figure 23.  The sampling network of the residue amplifier con-

sists of 8 such unit sampling cells in parallel, whereas each of the 8 comparators of 

the 9-level flash ADC uses a quarter-size version of a single unit sampling cell. Both 

the capacitors and switches are scaled proportionally such that both sampling paths 

have the same nominal time constant.  The switches between the top plates of the ca-

pacitors and inputs of the op-amp provide isolation from the op-amp during the sam-

pling phase to improve matching between the two sampling networks as described in 

[41], and ensure that the residue amplifier’s αi coefficients do not depend on the input 

signal. Bootstrapped switches of the type presented in [41] are used for the continu-

ous-time input sampling switches of both sampling networks to achieve the necessary 

linearity. 

A separate switched capacitor network has been used for the DAC to prevent 

signal-dependent loading of the voltage references.  This benefit comes at the expense 

of a 3dB increase in KT/C noise and a reduced residue amplifier feedback factor (1/10 

versus 1/6) relative to a design in which the DAC and sampling network share the 

same capacitors. 

The sampling network of each 1-b DAC with weight Δ is shown in Figure 24.  

Scaled versions of the same cell have been implemented for the 1-b DACs with 

weights Δ/2, Δ/4 and Δ/8 as required to implement the DAC in Figure 17. The input 

bit b from the DEM encoder to each 1-b DAC controls the Swap Cell during φ2d.  

Bootstrapped switches were not used for the DAC switches. 

The residue amplifier is shown in Figure 25.  During the amplification phase, 
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φ2d, the feedback capacitor Cf is connected to the op-amp, whereas during the φ1d 

phase Cf is disconnected from the op-amp and discharged. A Miller compensated two-

stage op-amp has been used in the residue amplifier for its wide output dynamic 

range.  During φ1d, the op-amp is reset by shorting the differential outputs of both 

stages to reduce memory effects [47].  Switched capacitor common mode feedback 

circuitry (not shown in Figure 25) controls the common mode voltage of the output 

stage by adjusting Vcmfb. 

The simulated DC open-loop gain and unity gain frequency of the op-amp in 

the first pipeline stage’s residue amplifier are 43dB and 1.2GHz, respectively.  The 

corresponding loop gain of the residue amplifier is 23dB at DC and has a unity gain 

frequency of 200MHz.  The current consumption of the op-amp is 4.8mA from a 1.2V 

supply.   

The voltage references Vrefp and Vrefm are generated on chip as shown in Figure 

26.  A set of resistors between the power supply and ground define the desired voltage 

reference values (nominally set to 950mV and 265mV, respectively), which are buff-

ered by a pseudo-differential voltage follower and decoupled by external capacitors 

CEXT [48].  The main drawback of this solution is the need for 2 extra pins for exter-

nal decoupling.  However the large external capacitors provide a low impedance over 

a wide frequency range, and this relaxes the performance requirements of the internal 

buffers which need only deliver the average current required by the switching load 

[49]. The total DC current consumption for the reference generation circuitry is 4mA 

from a 1.2V supply, including the current through the reference ladders. 
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The same reference voltages Vrefp and Vrefm are shared by all the DACs and 

flash ADCs in the pipelined ADC. The reference ladders that generate the threshold 

voltages for the flash ADCs are connected between Vrefp and Vrefm. In this design, each 

flash ADC uses a dedicated reference ladder. The common mode voltages used for the 

switched capacitor circuits are generated as shown in Figure 27. 

Latched comparators of the type presented in [50] are used in the flash ADCs.  

It is a standard latch with preamplifier consisting of 2 resistive loaded differential 

pairs in series. 

The phase generator has been designed with the strategy described in [41].  A 

dedicated phase is used as a sampling phase of the first stage only (φ1 in Figure 23), 

such that the sampling instant (falling edge of φ1) happens before any other switching 

event.  This reduces the chance of corrupting the sampling process with disturbances 

such as from coupling effects.  The sampling phase path to the sampling switches has 

been optimized to reduce jitter via careful layout and the use of a minimum number 

of inverters.  The simulated jitter of the sampling network is 100fs. 

To minimize design time the second through fifth pipeline stages are replicas 

of the first stage with only minor modifications.  The only changes are that the resi-

due amplifier, sampling network, and DAC have been scaled by ½ in stages 2 and 3 

and by ¼ in stages 4 and 5, and the op-amp has been scaled by ½ in the stages 3 and 4 

and by ¼ in the stage 5.  More aggressive scaling would have reduced power and area 

consumption without sacrificing ADC accuracy. Power and area consumption also 

could have been reduced without sacrificing ADC accuracy if 1.5-b pipeline stages 
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had been used after the first three stages [51].  However, neither of these design op-

tions were taken because they would have increased design time. 

The pipelined ADC prototype IC is implemented in 90nm CMOS technology 

with a deep nWell option, MiM capacitors, and both high and standard threshold volt-

age transistors.  The circuit is partitioned into four power supply domains: (i) analog, 

(ii) clock drivers & DEM, (iii) clock generator, and (iv) digital, each of which is 

powered by a separate power supply line.  The nominal power supply voltages of the 

four domains are 1.2V, 1.2V, 1.0V, and 1.0V, respectively. To minimize coupling from 

the substrate, all active components in the analog sections of the IC are in deep n-

wells, the digital core and serial port interface (which were laid out with an automated 

place-and-route tool) are in a single deep n-well, and the capacitors associated with 

the switched-capacitor portions of the IC were laid out above n-wells. On-chip de-

coupling capacitance is used to reduce power supply bounce. All pads have ESD pro-

tection circuitry. A die photograph is shown in Figure 28. The IC is 2.15mm by 

3.35mm and has an active area of 4mm2. 

The IC is packaged in a 56-pin QFN package with exposed die paddle. All 

grounds are down-bonded to the exposed paddle.  Critical supply pins and the pins 

that connect the voltage references to external decoupling capacitors are double-

bonded to reduce inductance. 

V. MEASUREMENT RESULTS 

Three randomly chosen copies of the pipelined ADC prototype IC have been 
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tested.  Each IC was soldered to one of three identical printed circuit test boards.  

Measurement results from the three test boards are reported in this section. 

Each test board includes input signal conditioning circuitry, a 100MHz low-

jitter crystal oscillator and associated clock conditioning circuitry, voltage regulators, 

and digital circuitry to facilitate acquisition of the output data from and serial port 

communication with the pipelined ADC prototype IC.  The input conditioning cir-

cuitry consists of a transformer followed by two passive RC filter stages to convert 

the single-ended input signal from an SMA connector to differential form and sup-

press out-of-band noise and distortion.  The clock conditioning circuitry uses a trans-

former to convert the single-ended clock signal from the 100MHz oscillator to differ-

ential form.  The output swing of the 100MHz oscillator is 3.3V, so high-speed diodes 

are connected across the secondary terminals of the transformer to limit the amplitude 

of the differential clock signal to less than 1V.  Four voltage regulators provide the 

four power supplies of the pipelined ADC prototype IC.  Five other voltage regulators 

provide power supplies for the other components on the test board. 

Measurements were performed with a variety of single-tone and two-tone 

pipelined ADC input signals. For each single-tone measurement, the output of a high-

quality sinusoidal laboratory signal source was passed through a custom-made pas-

sive bandpass filter with a narrow bandwidth centered near the signal frequency to 

suppress noise and distortion from the signal source, and the output of the bandpass 

filter was connected to the test board. For each two-tone measurement, the outputs of 

two identical sinusoidal laboratory signal sources were added and the resulting signal 
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was passed through a bandpass filter prior to the test board. 

The measured performance from the three test boards was found to be nearly 

identical after calibration by HDC and DNC.  Typical measurement results are shown 

in Figures 20 and 21.  Figure 20 shows representative output power spectral density 

(PSD) plots from the pipelined ADC with a 49.2MHz, 0dBFS single-tone input sig-

nal.  The grey plot was measured prior to calibration by HDC and DNC, and the black 

plot was measured after calibration by HDC and DNC.  As indicated in the figure, the 

measured SNDR values of the ADC prior to and after calibration are 42.9dB and 

70dB, respectively.  Figure 21 shows measured SNDR, SNR, and SFDR values from 

the pipelined ADC after calibration by HDC and DNC versus frequency and ampli-

tude.  The former were measured with −1dBFS single-tone input signals ranging in 

frequency over the 50MHz Nyquist band and the latter were measured with 19.2MHz 

single-tone input signals ranging in amplitude from −69dBFS to 0dBFS. 

Figure 22 shows plots of typical measured SFDR and SNR values from the 

pipelined ADC versus the number of values averaged by each of the HDC correlators 

for a 19.2MHz, −1dBFS single-tone input signal.  The data suggests that full accuracy 

is achieved when 231 or more values are averaged by the HDC correlators.  Neverthe-

less, for all measurements other than those shown in Figure 22 the HDC correlators 

were configured to average 232 values, which corresponds to approximately 43 sec-

onds of calibration time per stage at a sampling frequency of 100MHz. 

For all of the measurements described above, the analog, clock, and digital 

supply voltages of the pipelined ADC prototype IC were set to their targeted design 
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values of 1.2V, 1.0V, and 1.0V, respectively, but the power supply for the clock driv-

ers and DEM was set to 1.35V instead of its targeted design value of 1.2V.  When this 

supply is set to its targeted design value of 1.2V, the peak SNDR decreases by ap-

proximately 3dB.  Although not predicted by simulations, the authors believe that the 

clock drivers have insufficient strength to achieve full ADC performance at 1.2V. 

Table I shows worst-case measurement results for all three test boards under 

two different power supply voltage scenarios.  The two power supply voltage scenar-

ios are denoted VDD Test Case 1 and VDD Test Case 2.  In VDD Test Case 1 all power 

supplies, except that for the Clock Drivers and DEM, are set to their targeted design 

values as described above.  In VDD Test Case 2 the analog power supply is reduced to 

1.0V, and the digital power supply is reduced to 0.7V.  Although the analog circuitry 

in the pipelined ADC was not designed to work at this reduced power supply voltage, 

the measured worst-case reduction in SNDR is only 2.2dB because HDC largely 

compensates for the significant reduction in analog circuit performance. 

As mentioned above, the measured performance from the three test boards 

was found to be nearly identical after calibration by HDC and DNC.  However, the α1 

and α3 coefficients estimated by the HDC blocks (as read from the pipelined ADC 

prototype IC via the serial port interface) were found to vary significantly from chip 

to chip.  For example, the estimate of α3 by HDC in the first stage of the pipelined 

ADC varied by approximately ±30% from chip to chip about a mean of −0.3V−2.  

Therefore, HDC is at least partly responsible for the observed uniformity of the meas-

urement results. 

 
 



60 

Table II shows relevant performance data from the pipelined ADC prototype 

IC along with those from published state-of-the-art ADCs with comparable band-

widths and SNDR values.  Two commonly used figures of merit, FOM1 and FOM2, 

are included in the table.  Although FOM1 is more widely referenced in the academic 

literature than FOM2, the latter is often considered more appropriate for ADCs that 

are SNR-limited because of low supply voltages [52, 53 ].  As indicated in the table, 

both figures of merit for the pipelined ADC prototype IC are better (lower) than those 

for the only other comparable published ADC that operates from a supply voltage be-

low 1.8V, and are better than those for most of the comparable published ADCs that 

operate from supply voltages at or above 1.8V. 
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Figure 1  The block diagram of an example 15-bit pipelined ADC. 
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Figure 2  The pipelined ADC of Figure 1 except with a residue amplifier in the first stage that 
introduces distortion. 
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Figure 3  An example of the HDC technique for correction of mth-order residue amplifier distor-
tion. 
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Figure 4  An example of the HDC logic for correction of fist-order, third-order, and fifth-order 
residue amplifier distortion. 
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Figure 5  A high-level view of an example pipelined ADC incorporating the HDC technique. 
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Figure 6  The example pipelined ADC incorporating the HDC technique with expanded views of 
the first stage and associated HDC logic. 
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Figure 8  Simulation results for HDC applied to 1st, 2nd and 3rd stages 
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Figure 9  The example pipelined ADC incorporating the HDC technique with improved correc-
tion scheme for large distortion coefficients. 

 
 

 
Figure 10  Block diagram of a 14-b pipelined ADC. 
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Figure 11  Pipeline Stages k and k+1. 

 
 
 
 

 
Figure 12  Model of the residue amplifier with distortion. 
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Figure 13  Simplified representation of the 14-b pipelined ADC including distortion from the 
residue amplifier. 
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Figure 14  Correction of the distortion in the digitized residue. 
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Figure 15  Simplified representation of a 14-b pipelined ADC with HDC applied to the first pipe-
line stage. 

 
 
 
 

 
Figure 16  Simplified block diagram of the implemented segmented DEM DAC. 

 

 
 



72 

 
 

S1,7

S1,6

S1,5

S1,4

S1,3

S2,2

S2,1

S3,1

S4,1

c6,1[n]

Dynamic Element 
Matching Encoder

S5,1

S6,1

S1,2

S1,1

y[n]

sk,r[n]

1/2

1/2

Sk,r (k = 1, 2, 3)

1/2

1+sk,1[n]

Sk,1 (k = 4, 5, 6)

ck,1[n]

ck,r[n]

c3,1[n]

1

1-b DAC  

1-b DAC  

1-b DAC  

1-b DAC  

1-b DAC  

1-b DAC  

1-b DAC  

1-b DAC  

1-b DAC  

1-b DAC  

1-b DAC  

1-b DAC  

1-b DAC  

1-b DAC  

1-b DAC  

 
Figure 17  65-level segmented DAC with DEM encoder. 

 
 
 
 

 
Figure 18  The three configurations of the first layer of T-gates, (only ON switches are shown). 
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Figure 19  Implementation of the DEM encoder and c[n] adder. 
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Figure 20  Block diagram of the HDC logic in the first pipeline stage. 
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Figure 21  Complete block diagram of the implemented 14-b pipelined ADC. 

 
 

 
Figure 22  Block diagram of the mixed-signal circuitry in (a) the first three pipeline stages, and 
(b) the last pipeline stage. 

 

 
Figure 23  Unit passive sampling network (bootstrap circuit for φ1d switches not shown). 
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Figure 24  1-b DAC sampling network (weight Δ). 

 
 
 
 

 
Figure 25  Residue amplifier switched capacitor network and op-amp. 
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Figure 26  Reference voltage generator. 

 
 
 
 

 
Figure 27  Common mode voltage generators. 
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Figure 28  Die photograph. 
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Figure 29  Measured ADC output PSD plots before and after HDC/DNC calibration. 
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Figure 30  Measured SFDR, SNR, and SNDR versus input frequency and input amplitude. 

 
 
 
 

 
Figure 31  Measured SNR and SFDR versus number of points averaged by HDC. 

 

 
 



 

TABLES 
 

Table I  ADC performance summary. 

Design Details 
Technology 90 nm CMOS 
Package 56 pin QFN 
Die Size Including Pads and ESD Protection 2.15 mm × 3.35 mm 
Active Area 4 mm2 

Digital Calibration  on-chip 
Voltage References on-chip 

Worst Case Measured Results Over Nyquist Band for fs = 100 MHz 
VDD Test Case 1 VDD Test Case 2 Power Supplies VDD Power Diss. VDD Power Diss. 

Analog 1.2 V 93 mW 1.0 V 62 mW 
Digital 1.0 V† 17 mW 0.7 V† 7 mW 
Clock Generator  1.0 V 1 mW 1.0 V 1 mW 
Clock Drivers & DEM 1.35 V‡ 19 mW

130mW

1.35 V‡ 22 mW 

92 mW

Input and References   
Input Voltage Range 1.5 Vp-p differential 1.25 Vp-p differential 
Internal Vrefp / Vrefm 950 mV / 265 mV 775 mV / 225 mV 

Performance with HDC 
and DNC On 

  

Peak SNR 70 dB 68.3 dB 
SNDR at −1dBFS 68.8 dB 66.6 dB 
SFDR at −1dBFS 85 dB 75 dB 
2-tone SFDR at −1dBFS 86 dB 80 dB 
Maximum INL 3.6 LSB 3.8 LSB 
Maximum DNL 0.54 LSB 0.39 LSB 

Performance with HDC 
and DNC Off 

  

SNDR at −1dBFS 43.3 dB 47.3 dB 
SFDR at −1dBFS 52.3 dB 58 dB 

Performance with HDC 
on and DNC Off 

  

SNDR at −1dBFS 64.6 dB 64.3 dB 
SFDR at −1dBFS 85 dB 75 dB 

† The digital circuitry works reliably and full ADC performance is achieved provided this VDD is at 
least 0.6V. 
‡ When this VDD is set to its targeted design value of 1.2V, the peak SNDR decreases by approximately 
3dB.  Although not predicted by simulations, the authors believe that the clock drivers have insuffi-
cient strength to achieve full ADC performance at 1.2V. 
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Table II  Comparison to prior work. 

Reference or 
Part Number 

fs 
(MS/s) 

SNDR 
(dBFS) 

SFDR
(dB) 

VDD 
(V) 

Ptot 
(mW)

FOM1 
(pJ/step) 

FOM2 
(pJ·V/step) 

[36] 75 68 76 3 314 2.04 6.12 
LTC2259 80 73 90 1.8 93 0.32 0.57 
AD9233 80 70.5 90 1.8 248 1.13 2.03 

ADS6123 80 72.3 89 3.3 318 1.18 3.89 
LTC2260 105 73 90 1.8 112 0.29 0.53 
AD9233 105 70.5 90 1.8 320 1.11 2.00 

ADS6124 105 72.3 84 3.3 374 1.06 3.49 
[54] 250 65.9 82 1.8 150 0.37†

 0.67 
[39] 100 70 80 1.2 250 1.00 1.2 

This work 100 69.8 85 1.2 130 0.52 0.62 
This work 100 67.6 75 1.0 92 0.47 0.47 

1.76 dB1 and 2 1 where
2 6

tot
DDENOB

s

P SFOM FOM FOM V ENOB
f

−
= = × =

.02dB
NDR

                                                

 

 
† This value is slightly different that that published in [54].  However, the lead author of [54] con-
firmed to us that the value published in this table is correct. 
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