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Tree-Structured DEM DACs with Arbitrary
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Abstract—Unity-weighted tree-structured dynamic element
matching (DEM) DACs are widely used in delta-sigma (��) data
converters to ensure that mismatches among nominally identical
analog components give rise to shaped noise instead of nonlinear
distortion. Tree-structured DEM DACs offer an advantage over
other published DEM DACs in that the shaped noise from com-
ponent mismatches can be made free of spurious tones. However,
previously published unity-weighted tree-structured DEM DACs
have the disadvantage that they require a power-of-two number
of nominally identical 1-bit DACs. When applied to a �� data
converter with a non-power-of-two number of quantization steps,
this requires the DEM DAC to have a larger input range than
needed by the�� data converter which wastes power and circuit
area. This paper presents a generalized tree-structured DEM
encoder applicable to DEM DACs with any number of 1-bit DACs,
thereby avoiding this limitation.

Index Terms—Digital-to-analog conversion, dynamic element
matching (DEM), encoder.

I. INTRODUCTION

A TYPICAL unity-weighted dynamic element matching
(DEM) digital-to-analog converter (DAC) consists of a

DEM encoder followed by a bank of nominally identical
1-bit DACs, the outputs of which are summed to form the
output of the DEM DAC. The DEM encoder maps the input
sequence into 1-bit sequences, each of which drives one
of the 1-bit DACs. As described in the next section, the DEM
encoder exploits flexibility in its choice of output bits each
sample period to cause the error arising from mismatches
among the 1-bit DACs to have a noise-like structure that is free
of nonlinear distortion and spectrally shaped as appropriate for
the application.

Unity-weighted DEM DACs are widely used in oversampling
data converters, i.e., ADCs and DACs, to prevent

component mismatches from degrading data converter preci-
sion [1]–[30]. The DACs within a typical data converter
need only convert digital signals with a small number of levels,
but they must not add significant error within the data con-
verter’s relatively narrow signal band. Therefore, DEM is used
to spectrally shape the error introduced by the DACs so as to
suppress the error within the signal band.
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Many types of unity-weighted DEM encoders have been pub-
lished to date, one of which is the tree-structured DEM encoder
[5], [9]–[12], [31], [32]. To the knowledge of the authors the
tree-structured DEM encoder is the only of these in which the
error caused by 1-bit DAC mismatches has been made spec-
trally shaped and free of spurious tones. This is a significant
advantage in high-performance data converters, which tend
to be used in applications which are highly sensitive to spu-
rious tones. However, previously published tree structured DEM
DACs have the disadvantage that they require a power-of-two
number of 1-bit DACs. When applied to a data converter
with a non-power-of-two number of quantization steps, this re-
quires the DEM DAC to have a larger input range than needed by
the data converter which wastes power and circuit area. This
paper presents a generalized tree-structured DEM encoder ap-
plicable to DEM DACs with any number of 1-bit DACs, thereby
avoiding this limitation.

II. UNITY-WEIGHTED DEM DAC OVERVIEW

The purpose of a DAC is to convert a sequence of input values,
, , represented as a sequence of digital code-

words updated at times , where is the duration of each
sample period, into an analog waveform. In this paper, for a
DAC with levels each codeword is interpreted by design
convention to have a numerical value in the range

(1)

where is the minimum step-size of . Ideally, the output
of the DAC during the th sample period, i.e. during the time
interval , is an analog pulse given by

(2)

where is called the unit output pulse and is zero outside of
.

A general architecture for such a DAC is shown in Fig. 1. It
consists of an all-digital encoder followed by a bank of 1-bit
DACs, the outputs of which are summed to form the DAC output
waveform, . The encoder maps the sequence of input code-
words into 1-bit sequences denoted as , ,
each of which takes on a value of 0 or 1 for each . The en-
coder chooses its output bits once per sample period under
the constraint

(3)
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Fig. 1. General DAC Architecture.

The output of the th 1-bit DAC during the th sample period
is given by

if
if

(4)

where and are mismatch error pulses that result
from inadvertent process variations during IC fabrication. The
only assumption made about and in this paper is
that they are zero outside of . The output of the
overall DAC is given by

(5)

The output of the th 1-bit DAC during the th sample period
as given by (4) can equivalently be written as

(6)

where

and
(7)

This can be verified by substituting (7) into (6) to obtain (4).
Substituting (6) and (7) into (5) yields

(8)

during the th sample period, where

(9)

and

(10)

The mismatch error pulses are responsible for the terms
and in (8). The first of these terms is a fixed pulse that

repeats each sample period, independent of . Consequently,

it results only in spurious tones at multiples of the sample fre-
quency which do not degrade the signal-to-noise ratio (SNR) or
the in-band spurious-free-dynamic-range (SFDR) of the DAC.
In sampled DACs such as those implemented with switched ca-
pacitor circuits, it aliases down to a fixed offset, in which case
it does not introduce any tones. In contrast, the term repre-
sents the dynamic error caused by the mismatch error pulses so
it has the potential to degrade both the SNR and SFDR of the
DAC.

Unfortunately, short of eliminating the mismatch error
pulses, it is not possible to make zero. However, the
encoder does have some control over the structure of
because for each DAC input value except and

the encoder can choose among multiple sets of
bits that satisfy (3). For example, for
any value of at which the encoder can
satisfy (3) by setting for any single value of in the
set and setting for all . Encoders
that dynamically exploit this flexibility to impart desirable
properties to are called DEM encoders.

Since cannot be eliminated, its presence would be most
tolerable if a DEM encoder could cause it to be a random process
that is uncorrelated with , free of spurious tones, and spec-
trally shaped as appropriate for the application at all times re-
gardless of and the mismatch error pulses. A necessary
condition for to have these properties is that its expecta-
tion during each sample period must be independent of . If
this necessary condition were not satisfied, the expectation of

would be a deterministic function of .
Unfortunately, does not satisfy this necessary condition.

To see this, suppose that or at
some sample time . Then to satisfy (3), the DEM encoder must
set or , respectively, for all .
It follows from (3) and (10) that for either of these cases is
deterministic, so it is equal to its expectation and is given by

(11)

during the th sample interval where

(12)

Thus, the expectation of depends on for any mismatch
error pulses that do not cause to be zero.

The above reasoning implies that at least a component of
must be a deterministic function of . If the deterministic
function were nonlinear, then the effect of the mismatch error
pulses would be to cause the DAC to introduce nonlinear dis-
tortion, which is unacceptable in most applications. Hence, the
best possible outcome would be for the deterministic function
to be linear. Given that (11) holds for the minimum and max-
imum values of , the only possible form for in which
the deterministic function is linear is

(13)
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during the th sample period, where is given by (12), and
is a random process whose expectation is zero re-

gardless of and the mismatch error pulses. By definition
during any sample interval in which

or . Therefore, if the expectation of
were not zero over all sample intervals it would have

the form of a nonlinear deterministic function of plus a
zero-mean random process.

It follows from (7) and (12) that , where

(14)

Therefore, the analysis presented above implies that a necessary
condition for a DEM DAC to avoid introducing nonlinear dis-
tortion is that its output during the th sample interval is

(15)

for each , where is given by (14), is given by (9),
and is a random process whose expectation is zero re-
gardless of and the mismatch error pulses. This is also a
sufficient condition for to be uncorrelated with .
The objectives of DEM are to achieve this condition and, as de-
scribed above, to further ensure that is free of spurious
tones, and spectrally shaped as appropriate for the application
regardless of and the mismatch error pulses.

The three components of the DAC’s output signal in (15) are
referred to as the signal pulse sequence, the offset pulse se-
quence, and the DAC noise, respectively [33]. The mismatch
error pulses cause to deviate somewhat from the ideal unit
output pulse, , but in most applications this is not a serious
problem because it has little effect on the SNR or SFDR of the
overall DAC. As described above, the offset pulse sequence does
not degrade the SNR or the in-band SFDR of the overall DAC,
and the objective of DEM is to render the DAC noise tolerable
for the given application.

III. DECOMPOSITION OF ARBITRARY DEM ENCODERS INTO

TREE STRUCTURES

A. Preliminary Definitions

When considering the behavior of a DAC in the context of
a signal processing system such as a data converter, it is
convenient to interpret the sequence of input codewords to have
values given by (1) as described above. However, when con-
sidering the operation of the DEM encoder, it is convenient to
consider each codeword to represent the number of 1-bit DACs
whose input bits must be set high during that sample interval,
i.e.

(16)

Therefore (3) is equivalent to

(17)

and (15) can be written as

(18)

during the th sample period, where

(19)

In order to simplify the subsequent analysis, the following
definition from [34] is used.

DAC Definition: For any integers and that satisfy
, DAC consists of an encoder followed

by the th through th 1-bit DACs of the DAC shown in Fig. 1.
The encoder maps a digital input sequence given by

(20)

to the same 1-bit sequences , generated
by the encoder shown in Fig. 1. The output of DAC during
the th sample period is

(21)

Following an analysis almost identical to that presented in the
previous section (6) and (21) imply that

(22)

where

(23)

and

(24)

Note that for the special case of , DAC denotes the
th 1-bit DAC, and that . Furthermore, a com-

parison of (6) and (22) implies that

(25)

This is reasonable given that a 1-bit DAC has only two input
levels; the mismatch error pulses give rise to a pulse shape error
and an offset pulse, but no DAC noise as defined in the previous
section.

B. Decomposition Analysis

It follows from (5), (16), (17), (20), and (21) that any DAC
of the form shown in Fig. 1 can be redrawn in the equivalent
form shown in Fig. 2 for any . The
equivalent form consists of a digital block labeled ,
called a switching block, and two sub-DACs, DAC and
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Fig. 2. Equivalent form of DAC in Fig. 1.

DAC , the outputs of which are summed to form the
overall DAC output.

The switching block converts the sequence into
the input sequences to DAC and DAC , i.e.,
and , respectively. It follows from (20) that the
bottom and top output sequences from the switching
block must be

and

(26)
respectively. Equivalently, these sequences can be rewritten as

and

(27)

respectively, where is called a switching sequence
and is given by

(28)

This can be verified by substituting (28) into (27) to obtain (26).
It follows that the switching block can be viewed as
a device that somehow generates and uses it with
(27) to obtain the switching block’s two output sequences as
functions of its input sequence.

It is next shown that the switching sequence plays
a key role in determining the behavior of the DAC noise. Given
that

(29)

(22) implies that during the th sample period

(30)

With (23), (24), and (27) this can be rewritten as

Fig. 3. Equivalent form of DAC .

(31)

where

(32)

Comparison to (18) indicates that

(33)

during the th sample period.
The above analysis trivially can be generalized to any

DAC , where . Specifically, as il-
lustrated in Fig. 3, DAC can be decomposed into an

switching block and two sub-DACs, DAC and
DAC , for any . It follows from
almost identical reasoning as used to obtain (27), (28), and (33)
that the bottom and top outputs of the switching block
are

and

(34)

respectively, where is a switching sequence and is
given by

(35)
During the th sample period (22) holds with

(36)

where

(37)

Fig. 4 shows the signal processing performed by switching
block , where
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Fig. 4. Signal processing performed by � .

The above analysis shows that i) any DAC of the form shown
in Fig. 1 can be decomposed as shown in Fig. 2, ii) if
then DAC can be decomposed as shown in Fig. 3 for ,

, and any where , and iii) if
then DAC can be decomposed as shown

in Fig. 3 for , , and any where
. Using results (ii) and (iii)

above, the last two terms in (33) can each be expanded via (36)
to obtain

(38)

This decomposition process can be continued recursively,
each time replacing a sub-DAC of the form DAC in
which by a new switching block and
two new sub-DACs, DAC and DAC . The recursive
decomposition can be continued until the DAC of Fig. 1 has
been transformed into a tree of switching blocks that drives

sub-DACs of the form DAC for . By
definition DAC is just the th 1-bit DAC, so the above
analysis indicates that any encoder (DEM or otherwise) which
satisfies (17) is equivalent to a tree of switching blocks with
switching sequences given by (35). Furthermore, since each
recursion allows one of the terms in the
expression obtained from the previous recursion step to be
expanded via (36), and for all , it follows that

(39)

during the th sample period where the sum in (39) is taken over
all values of , , and used during the recursive decomposition
process. By definition, for each , , and is a
fixed pulse that is zero outside of , so (39)) implies
that the statistical properties of are determined by the
switching sequences.

At each step in the decomposition process, whenever
more than one choice exists for . Therefore, a given encoder

can be decomposed into several equivalent trees of switching

blocks. Each such tree of switching blocks is called a tree-struc-
tured encoder. Fig. 5(a) and (b) show examples of tree-struc-
tured encoders obtained by decomposing DACs of the form
shown in Fig. 1 with and 1-bit DACs, respec-
tively.

The tree-structured encoders shown in Fig. 5 each contain
switching blocks, and the following argument indicates

that this result holds in general, i.e., that all tree-structured en-
coders contain exactly switching blocks. As described
above, each of the recursion steps used to generate a given tree-
structured encoder replaces a DAC of the form DAC where

by a switching block and two new sub-DACs,
DAC and DAC . This places a dividing line between
the th and th 1-bit DACs, and assigns all of the 1-bit
DACs in DAC below this dividing line to DAC and
all those above the dividing line to DAC . The recursion
process ends when all sub-DACs are of the form DAC for

, i.e., when a dividing line has been placed between
every pair of 1-bit DACs. A bank of 1-bit DACs can con-
tain up to such dividing lines, so exactly recursion
steps are required to transform the encoder shown in Fig. 1 into a
tree-structured encoder. Hence, the tree-structured encoder con-
tains switching blocks.

The analysis presented above starts with an arbitrary encoder
that satisfies (17) and shows that there exist multiple equivalent
tree-structured encoders with switching sequences specified in
terms of the 1-bit output sequences from the original encoder.
Therefore, it implies that each tree-structured encoder is com-
pletely general in that with the appropriate choice of switching
sequences it can mimic any given encoder that satisfies (17).
Furthermore, (39) implies that the switching sequences specify
the dynamics of the DAC noise. Hence, the derivation uses the
tree-structured encoder as an analysis tool.

IV. SYNTHESIS OF UNITY-WEIGHTED TREE-STRUCTURED

DEM ENCODERS

The results of the previous section are extended in this section
to provide a method with which to synthesize tree-structured
DEM encoders that have desired DAC noise properties. The
synthesis method involves choosing one of the possible trees of
switching blocks derived in the previous section, and then de-
signing switching sequences that result in DAC noise with de-
sired properties under the constraint that (17) is satisfied.

As in the previous section, first consider the
switching block. It follows from (27) that the outputs of the
switching block satisfy

(40)

and that for each the value of determines how
is distributed between and . Given that

for each , (26) implies that

and

(41)

Therefore, for any value of at which the only way to
satisfy (40) and (41) is to have and
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Fig. 5. (a) A type of tree-structured DEM encoder for a 13-level DAC. (b) A type of tree-structured DEM encoder for a 10-level DAC.

, which implies that must be zero. Similarly, for any
value of at which the only way to satisfy (40) and
(41)) is to have and , which
implies that must be zero.

For each other possible value of , i.e., each value in the
set , there exist at least two valid choices of

because there are at least two different choices of
and that satisfy (40) and (41). These two

valid choices of are

and

(42)

where denotes the fractional part of and
denotes the largest integer less than or equal to . This can be
verified by substituting the left and right equations of (42) into
(27). Substituting the left equation of (42) into (27) yields

and

(43)

and substituting the right equation of (42) into (27) yields

and

(44)

In both cases (41) is satisfied whenever
as required. Thus for each at which
there must be sets of bits that cause
(28) to take on the values implied by (42).

The above analysis trivially can be generalized to any
switching block , where with only
changes in the notation. Specifically, following identical rea-
soning as above indicates that valid choices of are

if ,
or otherwise

(45)
where

Thus for each there must be sets of bits
that cause (35) to take on the values implied by (45).



RAKULJIC AND GALTON: TREE-STRUCTURED DEM DACS WITH ARBITRARY NUMBERS OF LEVELS 319

Conversely, if a tree-structured encoder is designed in which all
the switching sequences satisfy (45), then the 1-bit output
sequences from the encoder will satisfy (17) and the DAC noise
will satisfy (39).

Note that (45) is not a general expression because it does not
represent all possible values that can be assumed by (35). This
implies that tree-structured encoders with switching sequences
that satisfy (45) are not capable of mimicking any conceivable
encoder that satisfies (17). Nevertheless, as shown below and
demonstrated in the next section, the switching sequence values
implied by (45) are sufficient to achieve desirable DAC noise
properties.

As shown in Section II, a necessary condition for a DEM
DAC to avoid introducing nonlinear distortion is for the expec-
tation of to be zero for all , regardless of the mismatch
error pulses and . A tree-structured DAC with switching
sequences that satisfy (45) can achieve this necessary condi-
tion because for each , regardless of the value of , every
switching sequence that satisfies (45) has a value that is zero or
is either of two known non-zero values, one of which is posi-
tive and the other negative. Therefore each switching block can
exercise its choice of possible switching sequence values to en-
sure that the expectation of each switching sequence is zero. In
this case, (39) implies that satisfies the necessary con-
dition.

Furthermore, for each at which (45) allows the switching
block to have a choice of two non-zero values with opposite
signs, the choice can be made without regard to the switching
block’s input sequence, and therefore without regard to .
This makes it possible to use switching sequences that are spec-
trally shaped random processes which are uncorrelated with

. An example of such a DEM DAC is presented in the next
section.

V. A DESIGN EXAMPLE

The design of a 13-level DEM DAC with a tree-structured
DEM encoder for use in a second-order ADC is described
in this section. The objective of the DEM DAC for this appli-
cation is to cause the DAC noise to be a random process with
an expectation of zero, to be uncorrelated with , to be free
of spurious tones, and to be highpass shaped, all regardless of
the mismatch error pulses. The tree-structured DEM encoder
described in Section III and shown in Fig. 5(a) with switching
blocks that perform the signal processing operations shown in
Fig. 4 is used as the starting point for the design. The design
tasks are to choose appropriate switching sequences and devise
digital logic that generates the switching sequences.

The PSD of a DAC waveform can be estimated in the labo-
ratory using a spectrum analyzer, or, analogously, in simulation
using periodogram analysis [35]. Therefore, the spectral prop-
erties of the switching sequences are derived below in terms of
their periodograms. The length- periodogram of is
given by

(46)

which can be written equivalently as

(47)
It is well known that in certain cases the expectation of the pe-
riodogram converges to the true PSD function in the limit as

, but in a DAC application this is not a requirement, or
even relevant to the measured performance.

First consider the switching sequence. Evaluation
of (45) for all possible values of yields

if
if
if
if

(48)

It follows from (48) that for the expectation of to
be zero regardless of (and therefore to be uncorrelated with

), the probability distribution of must satisfy

and

when ,

and

when , and

and

(49)

when , where denotes
the probability that is equal to .

As a special case, first suppose that
for all . Then one way to satisfy (49) is to let

be an
independent sequence of random variable triples that take on
values of (1/3, 1/3, 2/3), (1/3, 2/3, 1/3) and ( 2/3, 1/3, 1/3)
with equal probability. The sum of terms in each triple is zero,
so it follows from (46) that which implies
that the expectation of goes to zero at as

. Although the expectation of does not
go to zero as when , (47) and the independence
of the triples imply that the expectation of is
uniformly bounded for all and . Hence, the sequence is
highpass shaped and is free of spurious tones as desired.

A digital logic block that generates for this special
case is shown in Fig. 6. Three flip-flops preloaded with bit values
of 1, 1, and 0, respectively, are configured as a re-circulating
shift register clocked once per DAC sample interval. Thus, the

output of the left-most flip-flop is the periodic sequence 1, 1,
0, 1, 1, 0, , and the outputs of the middle and right-most flip
flops are the same sequence except delayed by one and two DAC
sample intervals, respectively. A three-to-one MUX selects as
its output one of the three flip-flop outputs based on a pseudo-
random number that is updated once every three DAC sample
intervals. Each pseudo-random number is chosen independently
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Fig. 6. Register transfer level circuitry that generates � ��� for ���� � ��� �� �� ���.

Fig. 7. Register transfer level circuitry that generates � ��� for
��� ���� 	 ���
� ���.

and takes on values of 0, 1, and 2 with equal probability. A value
of 2/3 is subtracted from the output of the multiplexer to cause
the final sequence to take on values of 1/3, 1/3, and 2/3, as
required.

The other special cases can be handled similarly. If
for all , the same strategy can be used except

with triples that take on values of ( 1/3, 1/3, 2/3), ( 1/3,
2/3, 1/3) and (2/3, 1/3, 1/3) with equal probability. It is
straightforward to verify that the digital logic block shown in
Fig. 6 with its output multiplied by 1 can be used to gen-
erate for this special case. Alternatively, if

for all , then can be used. This
satisfies (49) and has the benefit that it does not contribute at all
to the DAC noise.

In general, any sequence can be constructed by inter-
lacing subsequences corresponding to the three special cases
described above, and the switching sequence can be
formed by correspondingly interlacing the switching sequences
described above for each subsequence. Since each of the inter-
laced switching sequences is dc-free, highpass shaped, and free
of spurious tones, inherits these properties.

A digital logic block that generates the is shown
in Fig. 7. It generates switching sequences for the three spe-
cial cases described above and combines them to implement
the interlacing operation. Therefore, the structure of Fig. 4 with

and the logic block shown in Figs. 6 and 7 make
up the switching block.

Applying the same procedure to design the remaining
switching sequences yields

if is even
if is odd,

(50)

Fig. 8. Register transfer level circuitry that generates � ��� for
��� ���� �	 ���
� ���.

for each , where is a highpass
shaped random sequence each sample of which takes on values
of 1/2 with equal probability. A digital block that implements
(50) is shown in Fig. 8. Each of the corresponding switching
blocks consists of the structure of Fig. 4 with
and the digital block shown in Fig. 8. Although the notation
is slightly different to allow for the generalizations presented
in this paper, it is straightforward to verify that for this special
case the switching block is equivalent to that presented in [36]
for unity-weighted DACs with a power-of-two number of 1-bit
DACs.

When used in a ADC, any input-output latency imposed
by the DEM encoder adds to the delay around the feedback
paths within the ADC so it must be considered when de-
signing the ADC. Although a tree-structured DEM encoder
contains clocked components (e.g., the components shown in
Figs. 7 and 8), these components are not in the data path; they are
only used to generate the switching sequences, so they only need
to be fast enough to generate switching sequence samples at the
sample-rate of the DEM DAC. In contrast, the latency of the
DEM encoder is determined by how fast the operations shown in
Fig. 4 occur within each switching block, and the largest number
of cascaded switching blocks within the DEM encoder.

In general, the largest number of cascaded switching blocks
within a tree-structured DEM encoder for a given number, , of
1-bit DACs depends on the choices made during the recursion
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Fig. 9. Block diagram of the second order �� ADC.

Fig. 10. (a) Power spectral density at the output of the second order�� ADC
in Fig. 9 without the DEM Encoder. (b) Power spectral density at the output
of the second order �� ADC in Fig. 9 with the tree-structured DEM encoder
shown in Fig. 5.

process described in Section III. It is straightforward to verify
that the minimum value of this number is the smallest integer
greater than or equal to and that this minimum value
is achieved by at least one of the possible tree-structures. The
DEM encoders shown in Fig. 5 are such examples.

If necessary, the latency of the DEM encoder can be reduced
at the expense of increased complexity. One approach is to rep-
resent as a thermometer code and flatten the tree structure
into an equivalent single layer of transmission gates as described
in [38]. Other approaches involve modifying the binary number
formats used by the individual switching blocks to reduce la-
tency as described in [36].

Fig. 9 shows the block diagram of a second order ADC
that contains two 13-level DEM DACs of the type designed
above. As is common practice in such ADCs, both DEM

DACs share the same DEM encoder to save circuit area [13].
Fig. 10(a) and (b) show output spectra from a computer simu-
lation of the ADC with ideal components except for 1-bit
DAC mismatches. The simulated 1-bit DAC mismatches were
chosen from a Gaussian distribution with a standard deviation
of 1%. The simulated input sequence is the sum of a full-scale
sinusoid and a small amount of white noise to act as dither
[37]. Fig. 10(a) shows the output spectrum from the ADC
simulated without the DEM encoder. As expected, the 1-bit
DAC mismatches introduce significant distortion in this case.
Fig. 10(b) shows the output spectrum from the ADC simu-
lated with the DEM encoder described above. As expected, the
1-bit DAC mismatches give rise to highpass shaped DAC noise
free of spurious tones.

VI. CONCLUSION

A generalized tree-structured DEM encoder that can drive
any number of 1-bit DACs is presented in this paper. It removes
the limitation of prior work which requires the number of 1-bit
DACs to be a power of two. The analysis section of the paper
proves that tree-structured encoders with appropriately chosen
switching sequences can mimic the behavior of any DAC en-
coder. The synthesis section presents a way to design switching
sequences for any tree-structured DEM encoder such that the
DAC noise arising from mismatches is uncorrelated with the
DAC’s input sequence, spectrally shaped, and free of spurious
tones. The last section of the paper demonstrates the key points
of the paper in the context of a second order ADC.
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