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Abstract—Dynamic element matching (DEM) is widely used
in multibit digital–analog converters (DACs) to prevent mis-
matches among nominally identical components from introducing
nonlinear distortion. It has long been used as a performance-
enabling technique in delta-sigma data converters which require
low-resolution but high-linearity DACs. More recently, segmented
DEM architectures have made high-resolution Nyquist-rate DEM
DACs practical. However, the previously published segmented
DEM DAC designs have been ad hoc. Systematic techniques for
synthesizing segmented DEM DACs and analyses of their design
tradeoffs have not been published previously. This paper quanti-
fies a fundamental power dissipation versus complexity tradeoff
implied by segmentation and provides a systematic method of
synthesizing segmented DEM DACs that are optimal in terms of
the tradeoff.

Index Terms—Digital-to-analog conversion, dynamic element
matching (DEM), segmentation.

I. INTRODUCTION

I N A dynamic element matching (DEM) digital-to-analog
converter (DAC), a DEM encoder maps a digital input se-

quence to multiple 1-b output sequences, each of which drives a
1-b DAC. The outputs of the 1-b DACs are summed to form the
output of the DEM DAC. If the 1-b DACs are nominally iden-
tical, then the structure is called a unity-weighted DEM DAC. In
this case, for most input values, there are several sets of DEM
encoder output bit values that would result in the same DEM
DAC output pulse in the absence of mismatches among the 1-b
DACs. The DEM encoder exploits this redundancy to scramble
the usage pattern of the 1-b DACs from sample to sample such
that the error waveform resulting from mismatches among the
1-b DACs has a noise-like structure that is free of nonlinear
distortion and spurious tones and has either a white or shaped
power spectral density (PSD).

Such DEM DACs have long been used as enabling com-
ponents in delta-sigma data converters which require low-
resolution but high-linearity DACs [1]–[27]. However, their

Manuscript received January 24, 2008; revised April 25, 2008. First pub-
lished nulldate; current version published December 12, 2008. This work was
supported by the National Science Foundation under Award 0515286, by the
UCSD Center for Wireless Communications and by the University of California
Discovery Program. This paper was recommended by Associate Editor M. Del-
gado-Restituto.

K. L. Chan was with the Department of Electrical and Computer Engineering,
University of California at San Diego, La Jolla, CA 92093-0407 USA. He is
now with the Institute of Microelectronics, Singapore (e-mail: chankl@ime.a-
star.edu.sg).

N. Rakuljic and I. Galton are with the Department of Electrical and Computer
Engineering, University of California at San Diego, La Jolla, CA 92093-0407
USA (e-mail: galton@ece.ucsd.edu).

Digital Object Identifier 10.1109/TCSI.2008.2001757

complexity grows exponentially with the number of bits of
DAC resolution so they are not practical as high-resolution
Nyquist-rate DACs. Instead, high-resolution Nyquist-rate
DACs are often implemented with 1-b DACs of different
weights, and DEM is applied only to the set of 1-b DACs
with the maximum weight [28]–[31]. The rationale is that the
1-b DACs with the largest weight contribute the bulk of the
mismatch error. However, mismatch-induced errors from the
other 1-b DACs as a group are still significant, particularly
pulse shape and timing errors, so the approach is only a partial
solution.

Recently, segmented DEM DACs have been developed that
overcome this problem [32]–[37]. Segmented DEM DACs have
the same general structure as their unity-weighted counterparts
except that the 1-b DAC weights are not all equal and their DEM
encoders function somewhat differently. By having groups of
1-b DACs with equal weights, yet having the weights of the 1-b
DACs in each group be larger than those of the previous group,
sufficient redundancy can be retained for DEM to be effective
without having complexity that grows exponentially with the
number of input bits. Given two DEM DACs capable of han-
dling the same range of input values, the one with fewer 1-b
DACs is said to have the higher level of segmentation. Typi-
cally, a higher level of segmentation implies lower DEM en-
coder complexity but a higher ratio of the largest to smallest 1-b
DAC weights.

Unfortunately, each segmented DEM DAC published to date
has incurred a penalty in return for the complexity reduction
achieved by segmentation: the error resulting from mismatches
is free of nonlinear distortion only if the range of values taken on
by the input sequence is restricted relative to the set of all pos-
sible input values. Moreover, at least for the DEM DACs pub-
lished to date, the higher the level of segmentation, the more
the range must be restricted. For example, the DEM DAC with
highest level of segmentation published to date can handle an
input sequence which takes on any of 32 767 values, but it is nec-
essary to restrict the input sequence to the middle 16 385 values
of this range to ensure that the error resulting from mismatches
is free of nonlinear distortion [36]. This corresponds to a 6-dB
reduction in signal swing. In terms of the signal-to-noise ratio
(SNR), the signal-swing reduction can be compensated by re-
ducing the circuit noise from the 1-b DACs by 6 dB, but doing
so usually dictates a significant increase in power dissipation.
Therefore, the published DEM DACs suggest that segmenta-
tion represents a tradeoff between circuit complexity and power
dissipation.

Nevertheless, the previously published work on DEM DACs
does not address whether the range restriction problem men-
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Fig. 1. High-level system diagram of a general DEM DAC.

tioned above is a fundamental limitation of segmentation or
just a limitation of the particular published DEM DAC designs.
Moreover, while specific segmented DEM encoders have been
described, methods of synthesizing segmented DEM encoders
and analyses of their tradeoffs have not been presented. This
paper addresses these issues. It proves that the range restric-
tion problem is an unavoidable side effect of segmentation, and
quantifies the optimal range that can be achieved by a segmented
DEM DAC for each possible set of 1-b DAC weights. It also
provides a method of synthesizing segmented DEM DACs that
achieve the optimal input range.

II. GENERAL DEM DAC

A. Ideal Behavior

The input to a DAC is a sequence of digital codewords, each
of which is interpreted by design convention to have a numerical
value. In this paper these numerical values are assumed without
loss of generality to be integer multiples of a constant , where

is called the minimum step-size of the input sequence.
A general DEM DAC architecture is shown in Fig. 1. It con-

sists of an all-digital block called a DEM encoder, followed
by 1-b DACs. Ideally, during the th sample period, i.e.,

, the output of the th 1-b DAC is

if
if

(1)

where is the input to the 1-b DAC, is the weight of the
1-b DAC, and is an analog pulse that is zero outside of

. By definition, and each for
is a positive integer ordered such that . The DEM
encoder is designed to satisfy

(2)

where is the digital input sequence to the DEM encoder.
Therefore, the set of possible input values depends on the
number of 1-b DACs and their weights. With the ideal 1-b DAC
behavior given by (1), it follows from (2) and Fig. 1 that the
output of the DEM DAC during the th sample period is

(3)

It can be shown from (2) that, if

(4)

for , then can take on all values in the set

(5)

where

(6)

If (4) is not satisfied, then the minimum and maximum possible
values of are still and , but some of the
values in (5) between these two extremes are not possible, so
the range of possible input values is not contiguous. Having a
contiguous range of input values is desirable in most applica-
tions, so (4) is taken as a design requirement in this paper.

B. Behavior With Component Mismatches

In practice, mismatches among nominally identical compo-
nents used to implement the 1-b DACs cause the ideal behavior
given by (1) to degrade to

if
if

(7)
where and are mismatch error pulses caused by the
component mismatches. It is assumed in the remainder of the
paper that the mismatch error pulses are nonzero only for the
duration of the sample period. Otherwise, no assumptions are
made about and . An equivalent form of (7) is

(8)

where

(9)

which can be verified by substituting (9) into (8) to obtain (7).
The objective of DEM is to cause the DEM DAC’s output

signal to have the form

(10)

during the th sample period for each , where and
are pulses that are zero outside of , and has
a noise-like structure and satisfies

for all (11)
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where is some constant. Achieving this objective regardless
of the mismatch error pulses ensures that the DAC does not in-
troduce nonlinear distortion or spurious tones despite the mis-
matches among the 1-b DACs.

The three components of the DEM DAC’s output signal in
(10) are referred to as the signal pulse sequence, the offset pulse
sequence, and the DAC noise, respectively. The signal pulse se-
quence consists of the analog pulses, , linearly scaled
by the input sequence. The mismatch error pulses cause to
deviate somewhat from the ideal pulse, , but in most appli-
cations this is not a serious problem because it has little effect on
the SNR or spurious-free dynamic range (SFDR) of the overall
DAC. The offset pulse sequence consists of the analog pulses,

. The offset pulses are identical from period to period,
independent of . Consequently, they result only in spurious
tones at multiples of the sample frequency, so they do not de-
grade the SNR or the in-band SFDR of the overall DAC. As
explained in the remainder of the paper, provided the number
of 1-b DACs and their weights are chosen with certain restric-
tions and then provided the input sequence stays within a certain
range of values, the DEM encoder can be designed to ensure that
the DAC noise satisfies (11).

C. Input Sequence Representation

In any practical DAC, each value of the input sequence is
represented as a digital codeword. By design convention, each
codeword is interpreted to represent one of the values in (5) as
described above. This interpretation is useful when considering
the behavior of the DEM DAC in the context of a larger signal
processing system, such as a communication system, because it
imparts a physical meaning to the input sequence in relation to
the output waveform of the DAC as given by (10).

Nevertheless, (5) is a set of uniformly spaced numbers,
so each of its values can be mapped to, and therefore represented
by digital circuitry as, an unsigned integer in the range 0 to
given by

(12)

Hence, while the sequence of input codewords can be inter-
preted as a sequence of values restricted to the set (5) as
described previously, equivalently it can be interpreted as a se-
quence of values restricted to the set of integers ranging
from 0 to . The latter interpretation is particularly convenient
when designing the DEM encoder. With this interpretation, it
follows from (12) that (10) can be written in terms of as

(13)

where

(14)

Furthermore, it follows from (12) that (11) holds if and only if

(15)

Combining (2) and (12) gives

(16)

Together with (6), this suggests the following physical interpre-
tation of . In the absence of mismatches, the DEM DAC’s
output pulse during the th sample period is the same as would
be produced by adding the output pulses during the th sample
period of 1-b DACs all of weight , of which have
their input bits set to 1 and the rest of which have their input bits
set to 0.

D. DEM DAC Decomposition

To analyze the DEM DAC shown in Fig. 1, it is convenient to
decompose it into parallel combinations of smaller DEM DACs.
The definition of these smaller DEM DACs is presented in the
remainder of this section for use in the analyses that follow.

Definition: For any integers and that satisfy
and for which is an integer multiple of

for each , consists of
an encoder followed by the th through th 1-b DACs of the
DEM DAC shown in Fig. 1. The encoder maps a digital input
sequence given by

(17)

to the same 1-b sequences generated
by the DEM encoder shown in Fig. 1. The output of
during the th sample is

(18)

Although is not the full DEM DAC of Fig. 1, it
nevertheless has the same general form as the DEM DAC of
Fig. 1 except that is permissible. Therefore, identical
reasoning to that presented above for the full DEM DAC implies
that is restricted to the set

(19)

where

(20)

In analogy with (13)–(15), if the output of can be
written as

(21)

during the th sample period for each , where and
are pulses that are zero outside of , and

for all (22)
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hold, then the DAC noise from is free of nonlinear
distortion and spurious tones.

It follows from (17) and (18) that and
. Therefore, the special case of is just

the th 1-b DAC. A comparison of (8) and (21) indicates that
(21) holds with

(23)

III. RANGE RESTRICTION VERSUS SEGMENTATION TRADEOFF

This section presents the main results of the paper as two
theorems and two corollaries. The proofs are deferred to the
Appendix.

The first theorem quantifies the maximum input range that
a DEM DAC can possibly have without the mismatch error
pulses causing nonlinear distortion and spurious tones, and the
first corollary presents an analogous result for . The
second theorem provides the means by which DEM DACs that
achieve such performance over the maximum input range can be
synthesized. The second corollary provides the means by which
expressions for the unit gain pulses and DAC noise of the syn-
thesized DACs can be derived. The synthesis and analysis pro-
cedures that utilize the second theorem and second corollary are
described in the next section.

Theorem 1: Suppose a DEM DAC has the form shown in
Fig. 1, satisfies (7) and (16), and its DAC noise satisfies (15)
provided

(24)

for all where . If then

(25)

If , then the th 1-b DAC can be removed and
the DEM encoder modified to obtain a new DEM DAC with
DAC noise that satisfies (15) provided (24) holds for all with

at least as large as in the original DEM DAC.
Corollary 1: If with satisfies (7),

, and satisfies (22) provided

(26)

for all , then

(27)

Maximum Linear Range Definition: is said to have
maximum linear range if it satisfies the hypothesis of Corollary
1 and

(28)

Theorem 2: Suppose and have max-
imum linear range, , and and

are uncorrelated. Then has maximum
linear range if

(29)

and

(30)

where ,

(31)

(32)

and

or if
otherwise

(33)

with

(34)

is a random sequence that is zero-mean, uncorrelated with
, , and , and

(35)

Corollary 2: If and satisfy the hy-
pothesis of Theorem 2 then

(36)

and during the th sample period

(37)

IV. SYNTHESIS OF OPTIMAL-RANGE SEGMENTED

DEM ENCODERS

Here, we describe how Theorem 2 and Corollary 2 can be
applied to synthesize and analyze segmented DEM DACs with
maximum linear range. For specificity, this is done in the context
of two 14-b DACs for which experimental results have been
presented in [36] and [37]. These cases are used to illustrate
the synthesis technique as well as the fundamental complexity
versus range restriction tradeoff implied by Theorem 1.
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Fig. 2. A 14-b fully segmented DEM DAC.

A. Fully Segmented 14-b DEM DAC

The DEM DAC shown in Fig. 2 consists of 28 1-b DACs with
weights given by

for (38)

Thus, the first two 1-b DACs each have a weight of unity, the
next two each have a weight of 2, the next two each have a
weight of 4, and so on, up to the last two which each have a
weight of 8192.

The DEM encoder consists of a tree of 27 digital
switching blocks, labeled for and
for . Each switching block generates two output
sequences that depend on its input sequence and one of 14 pseu-
dorandom bit sequences, . The pseudorandom sequences,

, are designed to well approximate
white random processes that are independent of each other and

and take on values of 0 and 1 with equal probability.
There are two types of switching blocks. Switching blocks

for are called segmenting switching blocks
and switching blocks for are called non-
segmenting switching blocks. The top and bottom outputs of the
segmenting switching blocks are

and (39)

respectively, where is the switching block input se-
quence and

if
if
if .

(40)

Similarly, the top and bottom outputs of the nonsegmenting
switching blocks are

and (41)

respectively, where is the switching block input sequence
and

if even
if odd
if odd .

(42)

For the DEM DAC shown in Fig. 2, for each nonseg-
menting switching block.

As described previously, the th 1-b DAC is ,
and, since , it follows that has max-
imum linear range. Fig. 2 indicates that the input sequences
to and are the top and bottom outputs,
respectively, of the switching block. It follows from (17)
and (41) that . Therefore, consists
of switching block followed by and .
Comparison of the left and right expressions in (41) with (29)
and (30), respectively, indicates that the switching block
implements (29) and (30) with , , , and

. This satisfies the hypothesis of Theorem 2, so
has maximum linear range. By the same reasoning,

for each , consists of the
switching block followed by and and
has maximum linear range. Furthermore, Corollary 2 with (23)
and (38) implies that, for , we have

(43)

and, during the th sample period, we have

(44)

Hence, the input sequences to and
are the top and bottom outputs, respectively, of the
switching block. It follows from (17) and (39) that

. Therefore, consists of
switching block followed by and .
Comparison of the left and right expressions in (39) with (29)
and (30), respectively, indicates that the switching block
implements (29) and (30) with , , , and

. This satisfies the hypothesis of Theorem 2, so
has maximum linear range.

By successively applying this reasoning for ,
it follows that consists of the switching
block followed by and and
has maximum linear range. In particular, for , this proves
that , which is the DEM DAC of Fig. 2, has maximum
linear range. Since and , This implies
that, if

(45)

for all , then the DAC noise satisfies (15). Thus,
.

Recursively applying Corollary 2 with (38) and (43) gives

(46)
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for . Hence, for the DEM DAC of Fig. 2, we
have

(47)

Corollary 2 with (38), (43), (44), and (46) further implies that
during the th sample period

(48)

where

for . Recursively applying (48) for
, gives

(49)

during the th sample period.
With the top equation in (9), (47) and (49) give the unit pulse

shape and DAC noise of the DEM DAC of Fig. 2 in terms of
the mismatch error pulses. Given that the sequences are
white, have zero mean, and are uncorrelated with each other
and with , it follows from (49) that the DAC noise satisfies
(15) as expected, and, if the DAC noise is sampled at a rate of

, the result is discrete-time white noise.
Theorem 2 is used above to verify that the DEM DAC of

Fig. 2 has maximum linear range. However, the verification pro-
cedure is actually a synthesis procedure in that it successively
combines the 1-b DACs two at a time to create increasingly
large DEM DACs with maximum linear range. Furthermore, as
demonstrated next, variations of the procedure yield maximum
linear range DEM DACs with different topologies and tradeoffs.

B. Highly Segmented 14-b DEM DAC

The fully-segmented DEM DAC presented above is so named
because it achieves maximum linear range with the minimum
number of 1-b DACs. Therefore, in terms of the amount of
digital logic (which is roughly proportional to the number of
switching blocks), wire routing, and control circuitry for the
1-b DACs, the fully segmented DEM DAC is maximally hard-
ware-efficient. However, a price is paid for this efficiency: the
range of input values that can be represented by the set of 1-b
DACs is {0, 1, , 32766}, but, as implied by (45), must be
restricted to half of this range for the DAC to avoid introducing
nonlinear distortion and spurious tones as a result of the mis-
match error pulses. As described in the Introduction, the more

Fig. 3. A 14-b highly segmented DEM DAC.

the range has to be restricted, the higher the power dissipation
for a given SNR.

A DEM DAC that represents a more balanced tradeoff
between hardware complexity and power dissipation is
shown in Fig. 3. Its DEM encoder contains 10 segmenting
switching blocks, i.e., for , and 25 nonseg-
menting switching blocks, i.e., for and

, with the functionality described by (39) and
(41), respectively. The weights of its 1-b DACs are

for

for (50)

Thus, the first two 1-b DACs each have a weight of unity, the
next two each have a weight of 2, the next two each have a
weight of 4, and so on, up to the 20th 1-b DAC which has a
weight of 512. The 21st–36th 1-b DACs each have a weight of
1024.

By applying Theorem 2 in the same successive fashion as
described above for the fully segmented DEM DAC, it can be
verified that the DEM DAC of Fig. 3 has maximum linear range.
Since and , This implies that if

(51)

for all , then the DAC noise satisfies (15). Thus,
, exactly as in the case of the fully segmented DEM DAC.

By recursively applying Corollary 2 as described above for
the case of the fully segmented DEM DAC, it can be verified
that

(52)
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TABLE I
SEGMENTATION TRADEOFF OPTIONS FOR 14-b DEM DACS WITH MAXIMUM LINEAR RANGE

and during the th sample period

(53)

where

The range given by (51) represents a reduction of approxi-
mately 11% relative to the full range of input values that could
otherwise be represented by the set of 36 1-b DACs in the DEM
DAC of Fig. 3. In contrast, the corresponding input range reduc-
tion for the fully-segmented DEM DAC is 50%. As is evident
from a comparison of Figs. 2 and 3, the smaller input range re-
striction for the DEM DAC of Fig. 3 comes at the expense of
a modest increase in the numbers of 1-b DACs and switching
blocks.

Other tradeoff points between input range reduction and com-
plexity can be used. Table I enumerates the possibilities for max-
imum linear range DEM DACs with . Sim-
ilar results hold for different choices of . The appro-
priate level of segmentation depends on the circuit technology,

and the relative importance of minimizing complexity versus
minimizing analog power dissipation for the given application.

V. CONCLUSION

This paper quantifies the fundamental complexity versus
input range restriction tradeoff associated with segmentation
in DEM DACs. In present-day CMOS circuit technology,
the tradeoff translates into one of circuit area versus power
dissipation. The analysis is general in that it applies to any
DEM DAC of the form shown in Fig. 1 and is independent of
the algorithm employed by the DEM encoder. The paper also
presents a synthesis technique with which to design segmented
DEM DAC encoders of any desired resolution and any desired
level of segmentation. Together, the results presented in the
paper can be used to design segmented DEM DACs that are
optimized for their given applications in terms of the circuit
area versus power dissipation tradeoff.

APPENDIX

The proofs of the Theorems and Corollaries are presented
in this appendix. Additionally, two Lemmas are presented that
support the proofs.

Lemma 1: Let , , and be any integers such that
and are defined. Then, for any constants and ,
there exists a sequence such that the inputs to
and are given by

(54)

and

(55)
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respectively, where and is the input
to . Furthermore

(56)

and during the th sample period

(57)

Proof: It follows from (17) that

(58)

Let and be any pair of constants. For each and any given
values of and , a value for can be chosen
such that (54) holds (the value can be found by solving (54)
for ). Substituting (54) into (58) and solving for
yields (55).

It follows from (18) that

(59)

Substituting and in the form of (21) with
(54) and (55) into (59) and collecting terms yields (21) with (56)
and (57).

Lemma 2: If the hypothesis of Lemma 1 is satisfied, then
the DAC noise from satisfies (22) regardless of the
mismatch error pulses only if

(60)

for all .
Proof: It is sufficient to show that, for at least one set of

mismatch error pulses, if (60) is not satisfied, then (22) is not
satisfied.

Suppose

if
if (61)

where is any nonzero function that is zero outside of
. In this case, (8) and (9) imply that the output of the th

1-b DAC during the th sample period is

if
if

(62)
where . It follows from (17), (18), and (20)
that the output of during the th sample period is

(63)

Substituting (54) and (55) into (63) and grouping terms as in
(21) yields

(64)

during the th sample period. Hence, for the set of mismatch
error pulses given by (61), is proportional to so if
(60) is not satisfied then (22) is not satisfied.

Proof of Theorem 1: Let be the smallest integer for which
. Given that , this implies that

for . It follows from (16) and (17)
that

(65)

By definition

(66)

(67)

and

(68)

where

(69)

It follows from (6) that

(70)

Let and be any pair of constants. Lemmas 1 and 2 with
, , and imply that

(71)

(72)

and satisfies (15) only if the expected value of is
zero and is uncorrelated to . This is possible for a given
value of only if either can be set to zero or there exist at
least two nonzero values to which it can be set, one positive and
one negative, such that (71) and (72) yield values of
and that satisfy (67) and (68), respectively.

If takes on any value in the set

(73)

then must hold to satisfy (65), (67), and (68),
in which case only one value of satisfies (72). Similarly, if

takes on any value in the set

(74)

then must hold to satisfy (65), (67),
and (68), in which case only one value of satisfies (72). In
this sense, each value in (73) or (74) has a single corresponding
value of . If takes on any of the values in (73) or (74) for
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which the corresponding value of is nonzero, then
will not satisfy (15).

It follows from (72) that if , then for at most
one value of in (73) and at most one value of in (74).
Therefore, if when , then when

. Similarly, if when ,
then when . This implies that the
contiguous range of input values for which (15) is satisfied can
be no larger than implied by (25).

If , then (67), (71), and the requirement that have
zero mean and be uncorrelated to for the DAC noise to sat-
isfy (15) imply that can be no larger than

. Therefore, the contiguous range of input
values for which (15) is satisfied can be no larger than implied
by (25) if , which occurs if .

Now, suppose that . Then , so
for all . Let and be the largest

and smallest integers, respectively, for which

(75)

for all ensures that satisfies (22). Since
, for all is a necessary condition for

to satisfy (22), and, consequently, for to satisfy (15).
Furthermore, whenever takes on any value in the set

(76)

then must hold to satisfy (65) and (75), in
which case only one value of satisfies (72). Similarly, for

to satisfy (22), and, consequently, for to sat-
isfy (15), if takes on any value in the set

(77)

then must hold to satisfy (65) and (75), in
which case only one value of satisfies (72).

By the same reasoning described above but with (76) and (77)
playing the roles of (73) and (74), respectively, it follows that

. Consequently, the original DEM
DAC can be replaced by with without
reducing the contiguous range of input values for which (15) is
satisfied.

Proof of Corollary 1: The proof is nearly identical to that
of Theorem 1.

Proof of Theorem 2: Substituting (33) into (29) shows that
is integer-valued for any in (19). Further-

more, substituting (31)–(33) into (29) with

(78)

gives

(79)
Therefore, if

(80)

then

(81)

Consequently, satisfies (22) because
has maximum linear range. Furthermore, Lemma 1 implies that

is given by (54) and, hence, (30). All of the 1-b DACs
associated with have the same weight, so

and . Since has maximum linear
range, this implies that satisfies (22).

Lemma 1 further implies that is given by (57). Since
and both satisfy (22) and are uncorrelated

with each other, the hypothesized properties of are suffi-
cient for to satisfy (22).

Proof of Corollary 2: The corollary follows directly from
Lemma 1 and Theorem 2.
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