
 

   

Delta-Sigma Fractional-N Phase-Locked Loops 
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Abstract—This paper presents a tutorial on delta-sigma 
fractional-N PLLs for frequency synthesis.  The presenta-
tion assumes the reader has a working knowledge of inte-
ger-N PLLs.  It builds on this knowledge by introducing 
the additional concepts required to understand ΔΣ frac-
tional-N PLLs.  After explaining the limitations of integer-
N PLLs with respect to tuning resolution, the paper intro-
duces the delta-sigma fractional-N PLL as a means of 
avoiding these limitations.  It then presents a self-
contained explanation of the relevant aspects of delta-
sigma modulation, an extension of the well known integer-
N PLL linearized model to delta-sigma fractional-N PLLs, 
a design example, and techniques for wideband digital 
modulation of the VCO within a delta-sigma fractional-N 
PLL.   

I.  INTRODUCTION 

Over the last decade, delta-sigma (ΔΣ) fractional-N phase 
locked loops (PLLs) have become widely used for frequency 
synthesis in consumer-oriented electronic communications 
products such as cellular phones and wireless LANs.  Unlike 
an integer-N PLL, the output frequency of a ΔΣ fractional-N 
PLL is not limited to integer multiples of a reference frequen-
cy.  The core of a ΔΣ fractional-N PLL is similar to an integer-
N PLL, but it incorporates additional digital circuitry that al-
lows it to accurately interpolate between integer multiples of 
the reference frequency.  The tuning resolution depends only 
on the complexity of the digital circuitry, so considerable flex-
ibility and programmability is achieved.  A single ΔΣ fraction-
al-N PLL often can be used for local oscillator generation in 
applications that would otherwise require a cascade of two or 
more integer-N PLLs.  Moreover, the fine tuning resolution 
makes it possible to perform digitally-controlled frequency 
modulation for generation of continuous-phase (e.g., FSK and 
MSK) transmit signals, thereby simplifying wireless transmit-
ters.  These benefits come at the expense of increased digital 
complexity and somewhat increased phase noise relative to 
integer-N PLLs.  However, with the relentless progress in sili-
con VLSI technology optimized for digital circuitry, this 
tradeoff is increasingly attractive, especially in consumer 
products which tend to favor cost reduction over performance.  

This paper presents a tutorial on ΔΣ fractional-N PLLs.  It 
is assumed that the reader has a working knowledge of inte-
ger-N PLLs.  The paper builds on this knowledge by present-
ing the additional concepts required to understand ΔΣ frac-
tional-N PLLs.  The limitations of integer-N PLLs with respect 
to tuning resolution are described in Section II.  The key ideas 
underlying fractional-N PLLs in general and ΔΣ fractional-N 
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PLLs in particular are presented in Section III.  The primary 
innovation in ΔΣ fractional-N PLLs relative to other types of 
fractional-N PLLs is the use of ΔΣ modulation.  Therefore, a 
self-contained introduction to ΔΣ modulation as it relates to 
ΔΣ fractional-N PLLs is presented in Section IV.  A ΔΣ frac-
tional-N PLL linearized model is derived in Section V and 
compared to the corresponding model for integer-N PLLs.  A 
design example is presented to demonstrate how the model is 
used in practice.  Design issues that arise in ΔΣ fractional-N 
PLLs but not integer-N PLLs are presented in Section VI, and 
recently developed enhancements to ΔΣ fractional-N PLLs 
that allow wideband digital modulation of the VCO are pre-
sented in Section VII. 

II.  INTEGER-N PLL LIMITATIONS 

An example of a typical integer-N PLL for frequency syn-
thesis is shown in Figure 1 [1], [2].  Its purpose is to generate 
a spectrally pure periodic output signal with a frequency of N 
fref, where N is an integer, and fref is the frequency of the refer-
ence signal.  The example PLL consists of a phase-frequency 
detector (PFD), a charge pump, a lowpass loop filter, a voltage 
controlled oscillator (VCO), and an N-fold digital divider.  
The PFD compares the positive-going edges of the reference 
signal to those from the divider and causes the charge pump to 
drive the loop filter with current pulses whose widths are pro-
portional to the phase difference between the two signals.  The 
pulses are lowpass filtered by the loop filter and the resulting 
waveform drives the VCO. Within the loop bandwidth phase 
noise from the VCO is suppressed and outside the loop band-
width most of the other noise sources are suppressed, so the 
PLL can be designed to generate a spectrally pure output sig-
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Figure 1: A typical integer-N PLL. 



 
 

nal at any integer multiple of the reference frequency, fref. 
As indicated by the timing diagram in Figure 1, the loop 

filter is updated by the charge pump once every reference pe-
riod.  This discrete-time behavior places an upper limit on the 
loop bandwidth of approximately fref/10 above which the PLL 
tends to be unstable [1].  In integrated circuit PLLs, it is com-
mon to further limit the bandwidth to approximately fref/20 to 
allow for process and temperature variations. 

The output frequency can be changed by changing N, but 
N must be an integer, so the output frequency can be changed 
only by integer multiples of the reference frequency.  If finer 
tuning resolution is required the only option is to reduce the 
reference frequency.  Unfortunately, this tends to reduce the 
maximum practical loop bandwidth, thereby increasing the 
settling time of the PLL, the noise contributed by the VCO, 
and the in-band portions of the noise contributed by the refer-
ence source, the PFD, the charge pump, and the divider. 

This fundamental tradeoff between bandwidth and tuning 
resolution in integer-N PLLs creates problems in many appli-
cations.  For example, a PLL that can be tuned from 2.402 
GHz to 2.480 GHz in steps of 1 MHz is required to generate 
the local oscillator signal in a direct conversion Bluetooth 
transceiver [3].  An integer-N PLL capable of generating the 
local oscillator signal from a commonly used crystal oscillator 
frequency, 19.68 MHz, is shown in Figure 2.  A reference fre-
quency of fref = 40 kHz—the greatest common divisor of the 
crystal frequency and the set of desired output frequencies—is 
obtained by dividing the crystal oscillator signal by 492.  The 
resulting PLL output frequency is 60050 + 25k times the ref-
erence frequency, where k is an integer used to select the de-
sired frequency step. 

The PLL achieves the desired output frequencies, but its 
bandwidth is limited to approximately 2 kHz, i.e., fref/20.  Un-
fortunately, with such a low bandwidth the settling time ex-
ceeds the 200 μS limit specified in the Bluetooth standard, and 
the phase noise contributed by the VCO would be unaccepta-
bly high if it were implemented in present-day CMOS tech-
nology.  One solution is to use a 1 MHz reference signal, but 
this requires the crystal frequency to be an integer multiple of 
1 MHz, or another PLL to generate a 1 MHz reference fre-
quency.  Unfortunately, in low cost consumer electronics ap-
plications such as Bluetooth, it is often desirable to be compat-
ible with all of the popular crystal frequencies, so restricting 
the crystal frequencies to multiples of 1 MHz is not always an 
option.  In such cases, an additional PLL capable of generating 
the 1 MHz reference signal with very little phase noise from 
any of the crystal frequencies is required, or, as described in 
the next section, a single fractional-N PLL can be used. 

III.  THE IDEA BEHIND ΔΣ FRACTIONAL-N PLLS 

In this section, the example problem of generating the sec-
ond Bluetooth channel frequency, 2.403 GHz, with a reference 
frequency of 19.68 MHz is used as a vehicle with which to 
explain the idea behind ΔΣ fractional-N PLLs.  First, a pair of 
“bad” fractional-N PLLs are presented that achieve the desired 
frequency but have poor phase noise performance.  Then the 
ΔΣ fractional-N PLL technique is presented as a means of im-
proving the phase noise performance. 

The output frequency of an integer-N PLL with a reference 
frequency of 19.68 MHz is 2.40096 GHz when the divider 
modulus, N, is set to 122 and 2.42064 GHz when N is set to 
123.  The problem is that to achieve the desired frequency of 
2.403 GHz, N would have to be set to the non-integer value of 
122 + 51/492.  This cannot be implemented directly because 
the divider modulus must be an integer value.  However the 
divider modulus can be updated each reference period, so one 
option is to switch between N = 122 and N = 123 such that the 
average modulus over many reference periods converges to 
122 + 51/492.  In this case, the resulting average PLL output 
frequency is 2.403 GHz as desired.  This is the fundamental 
idea behind most fractional-N PLLs [4]. 

While dynamically switching the divider modulus solves 
the problem of achieving non-integer multiples of the refer-
ence frequency, a price is paid in the form of increased phase 
noise.  During each reference period the difference between 
the actual divider modulus and the average, i.e., ideal, divider 
modulus represents error that gets injected into the PLL and 
results in increased phase noise.  As described below, the 
amount by which the phase noise is increased depends upon 
the characteristics of the sequence of divider moduli. 

For example, in the fractional-N PLL shown in Figure 3, 
the divider modulus is set each reference period to 122 or 123 
such that over each set of 492 consecutive reference periods it 
is set to 122 a total of 441 times and 123 a total of 51 times.  
Thus, the average modulus is 122 + 51/492 as required.  The 
sequence of moduli is periodic with a period of 492, so it re-
peats at a rate of 40 kHz.  Consequently, the difference be-
tween the actual divider moduli and their average is a periodic 
sequence with a repeat rate of 40 kHz, so the resulting phase 
noise is periodic and is comprised of spurious tones at integer 
multiples of 40 kHz.  Many of the spurious tones occur at low 
frequencies, and they can be very large.  Unfortunately, the 
only way to suppress the tones is have a very small PLL 
bandwidth, which negates the potential benefit of the fraction-
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Figure 2: An example integer-N PLL for generation of the Bluetooth wireless 
LAN RF channel frequencies. 
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Figure 3: A fractional-N PLL that generates non-integer multiples of the refer-
ence frequency, but has phase noise consisting of large spurious tones. 



 
 

al-N technique. 
One way to eliminate spurious tones is to introduce ran-

domness to break up the periodicity in the sequence of moduli 
while still achieving the desired average modulus.  For exam-
ple, as shown in Figure 4, a digital block can be used to gener-
ate a sequence, y[n], that approximates a sampled sequence of 
independent random variables that take on values of 0 and 1 
with probabilities 441/492 and 51/492, respectively.  During 
the nth reference period the divider modulus is set to 122 + 
y[n], so the sequence of moduli has the desired average yet its 
power spectral density (PSD) is that of white noise.  Thus, 
instead of contributing spurious tones, the modified technique 
introduces white noise.  Unfortunately, the portion of the 
white noise within the PLL’s bandwidth is integrated by the 
PLL transfer function, so the overall phase noise contribution 
again can be significant unless the PLL bandwidth is small. 

In each fractional-N PLL example presented above, the se-
quence, y[n], can be written as y[n] = x + em[n], where x is the 
desired fractional part of the modulus, i.e., x = 51/492, and 
em[n] is undesired zero-mean quantization noise caused by 
using integer moduli in place of the ideal fractional value.  In 
the first example, em[n] is periodic and therefore consists of 
spurious tones at multiples of 40 kHz.  In the second example, 
em[n] is white noise.   Each PLL attenuates the portion of em[n] 
outside its bandwidth, but the portion within its bandwidth is 
not significantly attenuated.  Unfortunately, in each example 
em[n] contains significant power at low frequencies, so it con-
tributes substantial phase noise unless the PLL bandwidth is 
very low. 

A ΔΣ fractional-N PLL avoids this problem by generating 
the sequence of moduli such that the quantization noise has 
most of its power in a frequency band well above the desired 
bandwidth of the PLL [5], [6], [7].  An example ΔΣ fractional-
N PLL is shown in Figure 5.  The PLL core is similar to those 
of the previous fractional-N PLL examples, but in this case 
y[n] is generated by a digital ΔΣ modulator.  The details of 
how the ΔΣ modulator works are presented in the next section, 
but its purpose is to coarsely quantize its input sequence, x[n], 
such that y[n] is integer-valued and has the form: y[n] = x[n – 
2] + em[n], where em[n] is dc-free quantization noise with most 
of its power outside the PLL bandwidth.  In this example, x[n] 
consists of the desired fractional modulus value, 51/492, plus 
a small, pseudo-random, 1-bit sequence.  As described in the 
next section, the pseudo-random sequence is necessary to 
avoid spurious tones in the ΔΣ modulator’s quantization noise, 
but its amplitude is very small so it does not appreciably in-
crease the phase noise of the PLL. 

Also shown in Figure 5 are PSD plots of the output phase 

noise arising from ΔΣ modulator quantization noise, em[n], in 
two computer simulated versions of the example ΔΣ fraction-
al-N PLL, one with a 50 kHz loop bandwidth and the other 
with a 500 kHz loop bandwidth. As shown in the next section, 
the PSD of em[n] increases with frequency, so the phase noise 
PSD corresponding to the 50 kHz bandwidth PLL is signifi-
cantly smaller than that corresponding to the 500 kHz band-
width PLL.  For example, the former easily meets the re-
quirements for a local oscillator in a direct conversion Blue-
tooth transceiver, but the latter falls short of the requirements 
by at least 23 dB. 

IV.   DELTA-SIGMA MODULATION OVERVIEW 

As mentioned above, a digital ΔΣ modulator performs 
coarse quantization in such a way that the inevitable error in-
troduced by the quantization process, i.e., the quantization 
noise, is attenuated in a specific frequency band of interest.  
There are many different ΔΣ modulator architectures.  Most 
use coarse uniform quantizers to perform the quantization with 
feedback around the quantizers to suppress the quantization 
noise in particular frequency bands.  Therefore, to illustrate 
the ΔΣ modulator concept, first a specific uniform quantizer 
example is considered in isolation, and then a specific ΔΣ 
modulator architecture that incorporates the uniform quantizer 
is presented. 

A. An Example Uniform Quantizer 

The input-output characteristic of the example uniform 
quantizer is shown in Figure 6.  It is a 9-level quantizer with 
integer valued output levels.  For each input value with a 
magnitude less than 4.5, the quantizer generates the corre-
sponding output sample by rounding the input value to the 
nearest integer.  For each input value greater than 4.5 or less 
than –4.5, the quantizer sets its output to 4 or –4, respectively; 
such values are said to overload the quantizer.  By defining the 
quantization noise as [ ] [ ] [ ]qe n y n r n= − , the quantizer can be 
viewed without approximation as an additive noise source as 
illustrated in the figure.  

To illustrate some properties of the example quantizer, 
consider a 48 Msample/s input sequence, x[n], consisting of a 
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Figure 5: A ΔΣ fractional-N PLL example. 



 
 

48 kHz sinusoid with an amplitude of 1.7 plus a small amount 
of white noise such that the input signal-to-noise ratio (SNR) 
is 100 dB.  Figure 7(a) shows the PSD plot of the resulting 
quantizer output sequence, and Figure 7(b) shows a time do-
main plot of the quantizer output sequence over two periods of 
the sinusoid.  Given the coarseness of the quantization, it is 
not surprising that the quantizer output sequence is not a pre-
cise representation of the quantizer input sequence.  As evi-
dent in Figure 7(a), the quantization noise for this input se-
quence consists primarily of harmonic distortion as represent-
ed by the numerous spurious tones distributed over the entire 
discrete-time frequency band.  Even in the relatively narrow 
frequency band below 500 kHz, significant harmonic distor-
tion corrupts the desired signal.  To illustrate this in the time 
domain, Figure 7(c) shows the sequence obtained by passing 
the quantizer output sequence through a sharp lowpass dis-
crete-time filter with a cutoff frequency of 500 kHz.  The sig-
nificant quantization noise power in the zero to 500 kHz fre-
quency band causes the sequence shown in Figure 7(c) to de-
viate significantly from the sinusoidal quantizer input se-
quence. 

B. An Example ΔΣ Modulator 

The example ΔΣ modulator architecture shown in Figure 8 
can be used to circumvent this problem.  The structure incor-
porates the same 9-level quantizer presented above, but in this 

case the quantizer is preceded by two delaying discrete-time 
integrators (i.e., accumulators), and surrounded by two feed-
back loops [8], [9].  Each discrete-time integrator has a trans-
fer function of 1 1/(1 )z z− −−  which implies that its nth output 
sample is the sum of all its input samples for times k < n.  
With the quantizer represented as an additive noise source as 
depicted in Figure 6, the ΔΣ modulator can be viewed as a 
two-input, single-output, linear time-invariant, discrete-time 
system.  It is straightforward to verify that 

 [ ] [ 2] [ ],my n x n e n= − +  (1) 
where em[n] is the overall quantization noise of the ΔΣ modu-
lator and is given by 

 [ ] [ ] 2 [ 1] [ 2].m q q qe n e n e n e n= − − + −  (2) 
To illustrate the behavior of the ΔΣ modulator, suppose that 

the same 48 Msample/s input sequence considered above is 
applied to the input of the ΔΣ modulator, and that the discrete-
time integrators in the ΔΣ modulator are clocked at 48 MHz.  
Figure 9(a) shows the PSD plot of the resulting ΔΣ modulator 
output sequence, [ ]y n , and Figure 9(b) shows a time domain 
plot of y[n] over two periods of the sinusoid.  Two important 
differences with respect to the uniform quantization example 
shown in Figure 7 are apparent: the quantization noise PSD is 
significantly attenuated at low frequencies, and no spurious 
tones are visible anywhere in the discrete-time spectrum.  For 
instance, the SNR in the zero to 500 kHz frequency band is 
approximately 84 dB for this example as opposed to 14 dB for 
the uniform quantization example of Figure 7.  Consequently, 
subjecting the ΔΣ modulator output sequence to a lowpass 
filter with a cutoff frequency of 500 kHz results in a sequence 
that is very nearly equal to the ΔΣ modulator input sequence 
as demonstrated in Figure 9(c). 

Below about 120 kHz, the PSD shown in Figure 9(a) is 
dominated by the two components of the ΔΣ modulator input 
sequence: the 48 kHz sinusoid component, and the input noise 
component.  Above 120 kHz, the PSD is dominated by the ΔΣ 
modulator quantization noise, em[n], and rises with a slope of 
40 dB per decade.  It follows from (2) that em[n] can be 
viewed as the result of passing the additive noise from the 
quantizer, eq[n], through a discrete-time filter with transfer 
function 1 2(1 )z−− .  Since this filter has two zeros at dc, the 
smooth 40 dB per decade increase of the PSD of em[n] indi-
cates that eq[n] is very nearly white noise, at least for the ex-
ample shown in Figure 9. 

It can be proven that eq[n] is indeed white noise; it has a 
variance of 1/12 and is uncorrelated with the ΔΣ modulator 
input sequence [10].  Moreover, this situation holds in general 
for the example ΔΣ modulator architecture provided that the 
input sequence satisfies two conditions: 1) its magnitude is 
sufficiently small that the quantizer within the ΔΣ modulator 

1

2

3

4

0.5 1.5 2.5 3.5

-2

-3

-4

-1.5-2.5-3.5

y

r

r0.5

-0.5

4.5-4.5

eq = y - r

"No-overload range"

y

eq = y - r

r

9-Level
Quantizer yr

 
Figure 6: A 9-level quantizer example. 
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never overloads, and 2) it consists of a signal component plus 
a small amount of independent white noise.  It can be shown 
that the first condition is satisfied if the input signal is bound-
ed in magnitude by 3Δ where Δ is the step-size of the quantiz-
er (for this example, Δ = 1) [11].  Input sequences with values 
even slightly exceeding 3Δ in magnitude generally cause the 
quantizer to overload with the result that eq[n] contains spuri-
ous tones and the SNR in the frequency band of interest is 
degraded.  For this reason, the range between –3Δ and 3Δ is 
said to be the input no-overload range of the ΔΣ modulator.  
For the second condition to be satisfied, the power of the ΔΣ 
modulator input sequence’s white noise component may be 
arbitrarily small, but if it is absent altogether, eq[n], is not 
guaranteed to be white.  For instance, in the example shown in 
Figure 9 the input sequence contains a white noise component 
with 100dB less power than the signal component.  If this tiny 
noise component were not present, the resulting ΔΣ modulator 
output PSD would contain numerous spurious tones.  Since 
the ΔΣ modulators used in ΔΣ fractional-N PLLs are all-digital 
devices, the noise must be added digitally.  As shown in [12], 
it is sufficient to add a 1-bit, sub-LSB, independent, white 
noise dither sequence with zero mean at the input node.  In 
practice, a 1-bit pseudo-random dither sequence is typically 
used in place of a truly random dither sequence.  Such a se-
quence can be generated easily using a linear feedback shift 
register, and has the desired result with respect to the quantiza-
tion noise despite not being truly random [13], [14]. 

C. Other ΔΣ Modulator Options 

To this point, the ΔΣ modulation concept has been illus-
trated via the particular example ΔΣ modulator architecture 
shown in Figure 8, namely a second-order multi-bit ΔΣ modu-
lator.  While this type of ΔΣ modulator is widely used in ΔΣ 
fractional-N PLLs, there exist other types of ΔΣ modulators 
that can be applied to ΔΣ fractional-N PLLs.  Most of the oth-
er architectures are higher-order ΔΣ modulators that perform 
higher than second-order quantization noise shaping, thereby 
more aggressively suppressing quantization noise in particular 
frequency bands relative to the example second-order ΔΣ 
modulator.  Some of these higher-order ΔΣ modulators incor-

porate a higher than second-order loop filter (e.g., more than 
two discrete-time integrators) and a single quantizer surround-
ed by one or more feedback loops [15], [16].  In many cases, 
these ΔΣ modulators are designed specifically to allow one-bit 
quantization  [7], [17], [18].  This simplifies the design of the 
divider in that only two moduli are required, but such ΔΣ 
modulators tend to have spurious tones in their quantization 
noise that cannot be completely suppressed even with elabo-
rate dithering techniques.  Others of these higher-order ΔΣ 
modulators, often referred to as MASH, cascaded, or multi-
stage ΔΣ modulators, are comprised of multiple lower-order 
ΔΣ modulators, such as the second-order ΔΣ modulator pre-
sented above, cascaded to obtain the equivalent of a single 
higher-order ΔΣ modulator [5], [19], [20]. 

V.  ΔΣ FRACTIONAL-N PLL DYNAMICS 

A ΔΣ fractional-N PLL linearized model is derived in this 
section in the form of a block diagram that describes the out-
put phase noise in terms of the component parameters and 
noise sources in the PLL.  As in the case of an integer-N PLL 
the model provides an accurate tool with which to predict the 
total phase noise, bandwidth, and stability of the PLL. 

A. Derivation of a ΔΣ fractional-N PLL Linearized Model 

In PLL analyses it is common to assume that each periodic 
signal within the PLL has the form v(t) = A(t) sin(ωt + θ(t)), 
where A(t) is a positive amplitude function, ω is a constant 
center frequency in radians/sec, and θ(t) is zero-mean phase 
noise in radians.  In most cases of interest for PLL analysis, 
the amplitude is well modeled as a constant value, and the 
phase noise is very small relative to π with a bandwidth that is 
much lower than the center frequency.  Solving for the time of 
the nth positive-going zero crossing, γn, of v(t) gives γn = [n – 
θ(γn)/(2π)]·T, where T = 2π/ω is the period of the signal.  
Therefore, the sequence, γn, is a sampled version of the phase 
noise with very little aliasing, so knowing the sequence and T 
is approximately equivalent to knowing the phase noise.  This 
approximation is made throughout the following analysis. 

The relationship between the charge pump output current 
and the PFD input signals is shown in Figure 10.  Ideally, dur-
ing the nth reference period the charge pump output is a cur-
rent pulse of amplitude I or –I and duration |tn – τn|, where tn 
and τn are the times of the charge pump output transitions trig-
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Figure 9: (a) A power spectral density plot of the ΔΣ modulator output in dB, 
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of the ΔΣ modulator output, and (c) a time domain plot of the ΔΣ modulator 
output filtered by a sharp lowpass filter with a cutoff frequency of 500 kHz. 

Phase/
Freq.

Detector
Charge
Pump

N + y[n]

y[n]

R

C2

C1

Loop Filter

VCO
icp(t)

vctrl(t)

vref(t) vvco(t)

vref
vdiv
icp

vdiv(t)

n nt τ− 1 1n ntτ + +−
I

 
Figure 10:  The ΔΣ fractional-N PLL with the details of a commonly used 
loop filter and a timing diagram relating to the charge pump output. 



 
 

gered by the positive-going edges of the divider output and 
reference signal, respectively.  Therefore, the average current 
sourced or sunk by the charge pump during the nth reference 
period is I·(tn – τn)/Tref.  In practice, the PFD is usually de-
signed such that, except for a possible constant offset, this 
result holds even though the current sources have finite rise 
and fall times [2]. 

The first step in deriving the model is to develop an ex-
pression for tn – τn.  Ideally, τn = nTref, but phase noise intro-
duced by the reference source and PFD cause it to have the 
form  

 ( ) ( )
2

ref
n ref ref n PFD n

T
nTτ θ τ θ τ

π
 = − +  , (3) 

where θref(t) and θPFD(t) are the reference source and PFD 
phase noise functions, respectively.  If the VCO output were 
ideal its positive-going edges would be spaced at uniform in-
tervals of Tref / (N + α), where α is the fractional part of the 
modulus (e.g., α = 51/492 in Figure 5).  Therefore, ideally,  
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but in practice it deviates because of VCO phase noise, 
θVCO(t), divider phase noise, θdiv(t), and instantaneous devia-
tions of the VCO control voltage from its ideal average value 
of ( ) /( )ctrl ref VCOv N T Kα= + , where KVCO is the VCO gain in 
units of Hz/Volt.  As a result,  
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Subtracting (3) from (4) yields an expression for the average 
current sourced or sunk by the charge pump during the nth 
reference period: 
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As mentioned above, the phase noise terms are assumed to 
have bandwidths that are much smaller than the reference fre-
quency.  Consequently, the sampling of the phase noise func-
tions in (5) can be neglected, and the charge pump output can 
be modeled as a smoothly varying function of time with an 
average value over each reference period equal to that of (5).  

With these approximations, (5) implies that 
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where um(t) is the result of discrete-time integrating and con-
verting to continuous-time the quantity, y[n] – α. 

The ΔΣ fractional-N PLL linearized model follows directly 
from (6) and Figure 10.   It is shown in Figure 11, where in(t) 
represents the noise contributed by the charge pump current 
sources and the loop filter, and zlf(s) is the transfer function of 
the loop filter.  The model specifies the phase noise transfer 
functions and loop dynamics of the PLL.  For example, the 
model implies that 

 ( )( ) ( )( ) 1, and
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is the loop gain of the PLL.  For the loop filter shown in Fig-
ure 10, the transfer function is 
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B. Differences Between the ΔΣ Fractional-N and Integer-N 
PLL Models 

The shaded region in Figure 11 indicates the part of the 
model that is specific to ΔΣ fractional-N PLLs; except for the 
shaded region the model is identical to the corresponding 
model for integer-N PLLs.   Therefore, each phase noise trans-
fer function in an integer-N PLL is identical to the correspond-
ing phase noise transfer function in a ΔΣ fractional-N PLL, 
except every occurrence of N in the former is replaced by N+α 
in the latter.  In most cases, N >> 1 and α < 1, so N + α ≈ N 
and the corresponding transfer functions in integer-N and ΔΣ 
fractional-N PLLs are nearly identical in practice.  Similarly, 
the loop dynamics and stability issues are nearly the same in 
ΔΣ fractional-N PLLs and integer-N PLLs. 

The primary difference between the ΔΣ fractional-N and 
integer-N PLL models is the signal path corresponding to the 
ΔΣ modulator shown in the shaded region of Figure 11.  The 
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Figure 11: The ΔΣ fractional-N PLL linearized model.  Except for the shaded 
region the model is identical to the corresponding integer-N PLL model.  



 
 

sequence, y[n] – α, consists of ΔΣ modulator quantization 
noise, em[n], which, as described previously, gives rise to 
phase error in the PLL output.  For the example second-order 
ΔΣ modulator it follows from the results presented in Section 
IV and the ΔΣ fractional-N PLL model equations presented 
above that the PLL phase noise component resulting from 
em[n] has a PSD given by 

 only
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  (10) 
The argument of the log function has the form of a highpass 
function times a lowpass function, which is consistent with the 
claim in Section III that the PLL lowpass filters the primarily 
high frequency quantization noise from the ΔΣ modulator.  It 
follows from (10) that the phase noise resulting from em[n] can 
be decreased by reducing the PLL bandwidth or increasing the 
reference frequency.  If a higher-order ΔΣ modulator is used, 
an equation similar to (10) results except that the exponent of 
the sinusoid is greater than two.  This reduces the in-band por-
tion of the quantization noise, but increases the out-of-band 
portion, which, depending upon the loop parameters of the 
PLL, can result in a somewhat lower overall phase noise.  
However, the PLL loop filter is highly constrained to maintain 
PLL stability, so the phase noise reduction that can be 
achieved by increasing the order of the ΔΣ modulator is lim-
ited in most applications [16]. 

C. A System Design Example 

The PLL bandwidth and the phase margin both depend up-
on the loop gain, T(s), which, for the loop filter shown in Fig-
ure 10, depends upon the parameters fref, N, I, KVCO, R, C1, and 
C2.  Usually, fref and N are dictated by the application, and I 
and KVCO are, at least partially, dictated by circuit design 
choices.  This leaves the loop filter components as the main 
variables with which to set the desired PLL bandwidth, phase 
margin, and ΔΣ modulator quantization noise suppression. 

The process is demonstrated below for the ΔΣ fractional-N 
PLL presented in Section III to generate the local oscillator 

frequencies in a direct conversion Bluetooth wireless LAN 
transceiver.  The PLL is shown in Figure 12 with additional 
detail regarding the frequency plan.  As described previously, 
the desired output frequencies are fVCO = 2.402 GHz + k MHz 
for k = 0, …, 78, and the crystal reference frequency is 19.68 
MHz.  Each of the 79 possible output frequencies is chosen by 
selecting m and N as indicated in the figure.  In each case, the 
divider modulus is restricted to the set of four integers {N – 1, 
N, N + 1, N + 2}.  The combinations of m and N were chosen 
to achieve the desired output frequencies yet keep the signals 
at the input of the ΔΣ modulator sufficiently small so as not to 
overload the ΔΣ modulator [11]. 

Typical requirements for such a PLL are that the loop 
bandwidth must be greater than 40 kHz, the phase margin 
must be greater than 60º, and the PLL phase noise be less than 
–120 dBc/Hz at offsets from the carrier of 3 MHz and above.  
Assume that the VCO, divider, PFD, and charge pump circuits 
have been designed such that the overall PLL phase noise 
specification can be met provided the phase noise contributed 
by the ΔΣ modulator and loop filter are each less than –130 
dBc/Hz at offsets from the carrier of 3 MHz and above.  Fur-
thermore, assume that the VCO and charge pump circuits are 
such that KVCO and I are 200 MHz/V and 200 μA, respectively, 
and that the loop filter has the form shown in Figure 10.  Thus, 
the remaining design task is to choose the loop filter compo-
nents such that the bandwidth, phase margin, and phase noise 
specifications are met. 

The PLL phase margin, bandwidth, and phase noise arising 
from ΔΣ modulator quantization noise can be derived from the 
linearized model equations, (7) through (10).  While this can 
be done directly, it involves the solution of third order equa-
tions which can be messy.  Alternatively, approximate solu-
tions of the equations can be derived that provide better intui-
tion [21].  A particularly convenient set of approximate solu-
tions are 
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  (14) 
where PM is the phase margin of the PLL, fBW is the 3 dB 
bandwidth of the PLL, and b = 1 + C2/C1 is a measure of the 
separation between the two loop filter capacitors [22].  The 
derivations assume that b is greater than about 10, and (14) is 
valid for frequencies greater than (C2+C1)/(2πRC2C1). 

These equations are sufficient to determine appropriate 
loop filter component values.  For example, suppose b is set to 
49, so, as indicated by (11), the phase margin is approximately 
70º.  Solving (14) with the phase noise set to –130 dBc/Hz at f  
= 3 MHz indicates that fBW ≈ 50 kHz.  Therefore, the phase 

Frequency Plan:
• To get k = 0, 1, …, or 18: set N = 122, m = k·25 + 26
• To get k = 19, 21, …, or 38: set N = 123, m = (k – 19)·25 + 9
• To get k = 39, 41, …, or 57:    set N = 124, m = (k – 39)·25 + 17
• To get k = 58, 60, …, or 79: set N = 125, m = (k – 58)·25

VCO
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Freq.
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Pump

Loop
Filter
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y[n] = {–1, 0, 1, 2}
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Figure12: The example ΔΣ fractional-N PLL and frequency plan for genera-
tion of the Bluetooth wireless LAN RF channel frequencies. 



 
 

noise resulting from ΔΣ modulator quantization noise is suffi-
ciently suppressed with a 50 kHz bandwidth and a phase mar-
gin of 70º.  With this information (12) can be solved to find R 
= 960 Ω with which (13) and the definition of b can be used to 
calculate C2 = 23 nF and C1 = 480 pF.  It is straightforward to 
verify that the phase noise introduced by the loop filter resistor 
(the only noise source in the loop filter) is well below –130 
dBc/Hz at offsets from the carrier of 3 MHz and above as re-
quired. 

Figure 13 shows PSD plots of the phase noise arising from 
ΔΣ modulator quantization noise for the example PLL with the 
loop filter component values derived above.  The heavy curve 
was calculated directly from the linearized model equations 
(7) through (10).  The light curve was obtained through a be-
havioral computer simulation of the PLL.  As is evident from 
the figure, the two curves agree very well which suggests that 
the approximations made in obtaining the linearized model are 
reasonable. 

An effect that does not have a counterpart in integer-N 
PLLs is the presence of zeros in the PSD of the phase noise 
arising from ΔΣ modulator quantization noise at multiples of 
the reference frequency.  These zeros are a result of the dis-
crete-to-continuous-time conversion of the ΔΣ modulator 
quantization noise; each zero is a sampling image of the dc 
zero imposed on the quantization noise by the ΔΣ modulator. 

VI.  ΔΣ FRACTIONAL-N PLL SPECIFIC PROBLEMS 

One of the most significant problems specific to ΔΣ frac-
tional-N PLLs is that they can be sensitive to modulus-
dependent divider delays.  In practice, each positive-going 
divider edge is separated from the VCO edge that triggered it 
by a propagation delay.  Ideally, this propagation delay is in-
dependent of the corresponding divider modulus, in which 
case it introduces a constant phase offset but does not other-
wise contribute to the phase noise.  However, if the propaga-
tion delay depends upon the divider modulus and the number 
of ΔΣ modulator output levels is greater than two, the effect is 
that of a hard non-linearity applied to the ΔΣ modulator quan-

tization noise.  This tends to fold out-of-band ΔΣ modulator 
quantization noise to low frequencies and introduce spurious 
tones, which can significantly increase the PLL phase noise.  
The problem is analogous to that of multi-bit digital-to-analog 
converter step-size mismatches in analog ΔΣ data converters 
[23].  Unfortunately, circuit simulations are required to evalu-
ate the severity of the problem on a case by case basis as both 
the extent of any modulus-dependent delays and their affect 
on the PLL phase noise are difficult to predict using hand 
analysis. 

There are two well-known solutions to this problem.  One 
solution is to resynchronize the divider output to the nearest 
VCO edge or at least a higher-frequency edge obtained from 
within the divider circuitry [22], [24].  The resynchronization 
erases memory of modulus-dependent delays and noise intro-
duced within the divider circuitry, but care must be taken to 
ensure that the signal used for resynchronization is itself free 
of modulus dependent delays.  The primary drawback of the 
approach is that it increases power consumption. 

The other solution is to use a ΔΣ modulator with single-bit 
(i.e., two level) quantization.  In this case, modulus-dependent 
delays give rise to phase error at the output of the divider that 
consists of a constant offset plus a scaled version of the ΔΣ 
modulator quantization noise.  Since, by design, the ΔΣ modu-
lator quantization noise has most of its power outside the PLL 
bandwidth, the modulus-dependent delays increase the phase 
noise only slightly.  Unfortunately, ΔΣ modulators with single-
bit quantization tend not to perform as well as ΔΣ modulators 
with multi-bit (i.e., more than two-level) quantization.  For 
example, if the 9-level quantizer in the 48 Msample/s ΔΣ 
modulator example presented in Section IV were replaced by 
a one-bit quantizer, the dynamic range of the ΔΣ modulator in 
the zero to 500 kHz band would be reduced from 88.5 dB to 
approximately 65 dB.  Moreover, unlike the 9-level quantizer 
case, the additive noise from the single-bit quantizer would 
not be white and would be correlated with the input sequence.  
Its variance would be input dependent and it would contain 
spurious tones. 

These problems can be mitigated by using a higher-order 
ΔΣ modulator architecture to more aggressively suppress the 
in-band portion of the additive noise from the two-level quan-
tizer.  However, to maintain stability in a higher-order ΔΣ 
modulator with single-bit quantization, the useful input range 
of the ΔΣ modulator input signal must be reduced and more 
poles and zeros must be introduced within the feedback loop 
as compared to a multi-bit design with a comparable dynamic 
range.  Even then, the problem of spurious tones persists, and 
it is difficult to predict where they will appear except through 
extensive simulation.  Furthermore, to compensate for the 
restricted input range of the ΔΣ modulator the reference fre-
quency must be large enough that all of the desired PLL out-
put frequencies can be achieved.  This can severely limit de-
sign flexibility.  For example, if the magnitude of the ΔΣ mod-
ulator input signal were limited to less than 0.5 in the case of 
the Bluetooth local oscillator application considered above, 
the reference frequency would have to be greater than 79 
MHz.  Otherwise, it would not be possible to generate all the 
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Figure13: Simulated and calculated PSD plots of the phase noise arising from 
ΔΣ modulator quantization noise for the example ΔΣ fractional-N PLL. 



 
 

Bluetooth channel frequencies. 
Another issue specific to ΔΣ fractional-N PLLs is that 

modulus switching increases the average duration over which 
the charge pump current sources are turned on each period 
relative to integer-N PLLs.  For comparison, consider a ΔΣ 
fractional-N PLL and an integer-N PLL with the same N 
(where N >> α), the same fref, and identical loop components.  
It follows from (5) that 
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   (15) 
The last term in (15), which is caused by having the ΔΣ modu-
lator switch the divider modulus, represents a significant in-
crease in the time during which the charge pump current 
sources are turned on each reference period.  Consequently, 
the phase noise arising just from charge pump current source 
noise is larger in the ΔΣ fractional-N PLL by  

Average fractional-  PLL charge pump "on time"log
Average integer-  PLL charge pump "on time"
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 
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where A is a constant between 10 and 20.  The value of A de-
pends upon the autocorrelation of the charge pump current 
source noise.  For example, if the current source noise in suc-
cessive charge pump pulses is completely uncorrelated, then A 
is 10.  Near the other extreme, A is close to 20. 

VII.  TECHNIQUES TO WIDEN ΔΣ FRACTIONAL-N 
PLL LOOP BANDWIDTHS  

A transmitter with virtually any modulation format can be 
implemented using D/A conversion to generate analog base-
band or IF signals and upconversion to generate the final RF 
signal.  However, many of the commonly used modulation 
formats in wireless communication systems such as MSK and 
FSK involve only frequency or phase modulation of a single 
carrier [25].  In such cases, the transmitted signal can be gen-
erated by modulating a radio frequency (RF) VCO, thereby 
eliminating the need for conventional upconversion stages and 
much of the attendant analog filtering.  At least two approach-
es have been successfully implemented in commercial wire-
less transmitters to date.  One is based on open-loop VCO 
modulation, and the other is based on ΔΣ fractional-N synthe-
sis.  

An example of a commercial transmitter that uses the 
open-loop VCO modulation technique is presented in [26] and 
[27], in this case for a DECT cordless telephone.  Between 
transmit bursts, the desired center frequency is set relative to a 
reference frequency by enclosing the VCO within a conven-
tional PLL.  During each transmit burst the VCO is switched 
out of the PLL and the desired frequency modulation is ap-
plied directly to its input. The primary limitation of the ap-
proach is that it tends to be highly sensitive to noise and inter-
ference from other circuits.  For example, in [27], the required 
level of isolation precluded the implementation of a single-
chip transmitter.  Furthermore, the modulation index of the 
transmitted signal depends upon the absolute tolerances of the 
VCO components which are often difficult to control in low-

cost VLSI technologies and can also drift rapidly over time. 
In principle, ΔΣ fractional-N PLLs can avoid these prob-

lems by modulating the VCO within the PLL.  This can be 
done by driving the input of the digital ΔΣ modulator with the 
desired frequency modulation of the transmitted signal.  The 
primary limitation is that bandwidth of the PLL must be nar-
row enough that the quantization noise from the ΔΣ modulator 
is sufficiently attenuated, but sufficiently high to allow for the 
modulation.  For instance, the phase noise PSD of the example 
ΔΣ fractional-N PLL shown in Figure 5 with a 50 kHz loop 
bandwidth meets the necessary phase noise specifications 
when used as a local oscillator in a conventional upconversion 
stage within a Bluetooth wireless LAN transmitter.  However, 
if the Bluetooth transmitter is to be implemented by modulat-
ing the VCO through the digital ΔΣ modulator, then the loop 
bandwidth of the PLL must be approximately 500 kHz.  Un-
fortunately, when the loop bandwidth of the fractional-N PLL 
shown in Figure 5 is widened to 500 kHz, the resulting phase 
noise becomes too large to meet the Bluetooth transmit re-
quirements. 

Nevertheless, commercial transmitters with VCO modula-
tion through ΔΣ fractional-N synthesizers are beginning to be 
deployed, especially in low-performance, low-cost wireless 
systems such as Bluetooth wireless LANs [28].  Facilitating 
this trend are various solutions that have been devised in re-
cent years to allow for wideband VCO modulation in ΔΣ frac-
tional-N PLLs without incurring the phase noise penalty men-
tioned above.  One of the solutions is to keep the loop band-
width relatively low, but pre-emphasize (i.e., highpass filter) 
the digital phase modulation signal prior to the digital ΔΣ 
modulator [29].  Unfortunately, this approach requires the 
highpass response of the digital pre-emphasis filter to be a 
reasonably close match to the inverse of the closed-loop filter-
ing imposed by the largely analog PLL.  Another of the solu-
tions is to use a high-order loop filter in the PLL with a sharp 
lowpass response [30].  Increasing the order of the loop filter 
increases the attenuation of out-of-band quantization noise 
which allows for higher-order ΔΣ modulation to reduce in-
band quantization noise thereby allowing the loop bandwidth 
to be increased without increasing the total phase noise.  
However, as described in [30], this necessitates the use of a 
Type 1 PLL which significantly complicates the design of the 
phase detector.  Yet another solution is to use a narrow loop 
bandwidth but modulate the VCO both through the digital ΔΣ 
modulator and through an auxiliary modulation port at the 
VCO input [28].  The idea is to apply the low-frequency mod-
ulation components at the ΔΣ modulator input and the high 
frequency modulation components directly to the VCO.  
Again, matching is an issue, but it has proven to be managea-
ble at least for low-end applications such as Bluetooth trans-
ceivers. 

VIII.  CONCLUSION 

The additional concepts and issues associated with ΔΣ 
fractional-N PLLs for frequency synthesis relative to integer-N 
PLLs have been presented.  It has been shown that ΔΣ frac-
tional-N PLLs provide tuning resolution limited only by digi-



 
 

tal logic complexity, and, in contrast to integer-N PLLs, in-
creased tuning resolution does not come at the expense of re-
duced bandwidth.  Since one of the main innovations in a ΔΣ 
fractional-N PLL is the use of a ΔΣ modulator to control the 
divider modulus, the relevant concepts underlying ΔΣ modula-
tion have been described in detail.  A linearized model has 
been derived from first principles and a design example has 
been presented to illustrate how the model is used in practice.  
Techniques for wideband digital modulation of the VCO with-
in a delta-sigma fractional-N PLL have also been presented. 
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