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Abstract—Mismatch-shaping  digital-to-analog converters out-of-band quantization noise into the signal band, thereby
(DACs) have become widely used in high-performance delta—sigma |imiting the overall accuracy of the data converter.
data converters because they facilitate delta—sigma modulators To avoid this problem, margs¥. data converters employ 1-bit

with multibit quantization. Relative to single-bit quantization, - . . o -
multibit quantization significantly relaxes the analog circuit quantization. With 1-bit quantization, the coarse DAC is im-

performance necessary to achieve a given level of data converterPlemented by a 1-bit DAC. Since a 1-bit DAC only generates
precision, but significant digital logic is required to perform two levels, it only has one step, and so it is inherently linear.
the mismatch shaping. In modern very large scale integration However, with 1-bit quantization in thAY: modulator, quanti-
processes optimized for digital circuitry, this tends to be a good zation-noise shaping must be limited to maintain 8 mod-
tradeoff in terms of both area and power consumption. It is \ . . .
nonetheless desirable to minimize the digital complexity as much ulgtor{s Stab'“ty'_ Additionally, the power of the qua_ntlzatlon
as possib|e. Moreover’ in de|ta_sigma ana|og_t0_digita| con- noise in the 1-bitAY: modulator exceeds that of its Input, SO
verters the mismatch-shaping logic is in the feedback path of the AY. data converters with 1-bit quantization are extremely sensi-
delta—sigma modulator, so it is essential to maintain a sufficiently tjyve to any nonlinearity or timing error, such as op-amp slewing

small propagation delay through the mismatch-shaping logic. This o ¢|6ck jitter, which can fold this quantization noise into the
paper presents and analyzes several variations of the switching signal band ’

blocks within a tree-structured mismatch-shaping DAC that result : o .
in the most hardware-efficient first-order and second-order mis- To avoid these problems, multibmismatch-shapin@pACs
match-shaping DAC implementations yet known to the authors. have been developed [1]-[52]. In these DACs, digital logic is

The variations presented allow designers to tradeoff complexity ysed to scramble the DAC capacitor or current-source connec-
for propagation-delay reduction so as to tailor designs to specific tong jn such a fashion that the error introduced by the device
applications. mismatches, referred to 8AC noise is suppressed within the
Index Terms—Analog-to-digital conversion, delta—sigma modul- - data converter’s signal band. For low-pass mismatch-shaping
tation, Qigital-to-analog conversion, mismatch shaping, tree-struc- DACs, the DAC noise is suppressed near dc so that its power
tured digital-to-analog converter. . . - .
spectral density (PSD) is shaped like the magnitude response
of a first-order, or in some cases, second-order high-pass filter.
I. INTRODUCTION The five main classes of mismatch-shaping DACs include

- individual-level averaging (ILA) [11], [12], vector feedback
N AY DATA CONVERTERS, bothAY. analog-to-digital " _ .
converters (ADCs) andAY. digital-to-analog converters [13]-[16], data-weighted averaging (DWA) [17]-[31], butterfly

(DACs), coarse quantization is used in conjunction with quaﬁhu‘;ﬂﬁ?r [32]—[37],£nd trgzcstrgctijrgd [38]_[I44]£ The Cmer;a
tization-noise shaping and filtering to achieve high-precisioﬁ’?e 0 compare these S Include compiexity, propagation

data conversion. In both cases, coarse DACs are requir %[ay, Spurious-tone avoidance, and the order, or degree, of

Unlike the error introduced by the coarse quantization, the er IC 2%'56 stuppretssmtn. d mi tch-shaping DACS is int
introduced by at least one of the coarse DACs in& data n [40], a tree-structured mismatch-shaping S IS Intro-

converter is not attenuated inside the data converter's siggﬁﬁed éh?t thas dled t% the mgst gfﬁmept myl;}am;ntauogigf
band. In switched-capacitor implementations, most of the D ered first-order and second-order mismatch-shaping S

error arises from static capacitor mismatches, which give ri gown to the autho'rs [43], [44]. Moreo‘(e“ t,he flrst-order
to step-size mismatches in the multibit DAC. The resultin ee-structured DAC is the or_1|y one for Wh.'Ch dither 'S known
step-size mismatches are memoryless functions of the D _completely eliminate spurious tones n its DAC noise [46]'
input, so the DAC can be viewed as an ideal DAC followed by is paper furthers the development of this DAC by presenting

memoryless nonlinear function. The nonlinearity tends to fo yv_|mplementat|ons ofits d|g|ta] logic that are more hardware
efficient and have less propagation delay than those presented
in [40]. The digital logic is first partitioned into functional
Manuscript received June 30, 2000; revised October 23, 2001. This work Wi9CKS, one of which determines the shape of the DAC noise’s
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Fig. 1. An example of a second-order, 33-level, low-pass analigmodulator realized with switched capacitors.
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Fig. 2. A 33-level mismatch-shaping DAC with switched capacitor DAC elements.

analyzed to show it has the desired spectral shape. Additionathe output of the ADC,y[n], is interpreted as an integer
medium-speed and high-speed implementations of the DA@tween 0 and 32. For each ADC output sample, the digital
are presented that offer a tradeoff between propagation detmcoder chooses whichn] of the DAC elements to select
and complexity. high and which(32 — y[n]) of the DAC elements to select

This paper is divided into six sections. Section |l reviews tHew. In other words, ify;[n] is interpreted numerically as one
tree-structured DAC and presents the functional partitioning when high and zero when low, the DAC encoder ensures that
its digital logic. Additionally, this section presents an examplgn] = y1[n] + - - - + y32[n].
application of a 5-bit second-order ADEY. modulator thatis  Mismatches among the capacitor values of the DAC elements
used throughout the paper to illustrate the DAC performancause the output of each multibit DAC to be a nonlinear function
and complexity. Section Il presents and analyzes the first-ordufits input. The resulting nonlinear error is represented, without
and second-order mismatch-shaping logic, while Section Bpproximation, as an additive noise source referred DAG
presents the medium-speed and high-speed implementationsaie As shown in Fig. 1, an output from one of the DACs is
the DAC. Section V presents a hardware comparison betwesdded to theAY modulator’s input. Thus, th&> modulator
the different tree-structured DAC implementations and othdoes not attenuate any of the signal-band noise power from this
mismatch-shaping DACs presented in literature. DAC. However, the digital encoder can select the DAC elements
such that most of the DAC noise power resides outside of the
signal band.

To demonstrate the improvements that are realized by
. mismatch shaping, the DAC presented in [44] was tested with
A. TheAX, Modulator Application and without mismatch shaping. The input for each test was a

The 5-bit ADCAY. modulator presented in [43] is shown in1.5 kHz,—1 dB (relative to full scale) sinusoid. With mismatch
Fig. 1. It consists of two delayed switched-capacitor integratohaping, the resultant signal-to-noise-and-distortion ratio
a 33-level flash ADC, and two 33-level DACs. As shown if{SINAD) was 100 dB, whereas without mismatch shaping,
Figs. 1 and 2, each 33-level DAC consists of a bank of 3Be resultant SINAD was 64 dB. In general, the tradeoff for
DAC elementsand a shared digital encoder whose outputthe improved performance is the additional hardware and
yi[n] (i = 1,...,32), are 1-bit sequences. Each DAC elemergropagation delay incurred by the digital encoder. However, the
can be viewed as a 1-bit DAC whose analog output is a chag®pagation delay of the digital encoder only affects the design
packet applied to the summing node of an integrator. A DAGf high-speedAX. data converters. Examples of commercially
element is said to be “selected high” when its input is higlavailable data converters that employ mismatch-shaping DACs
otherwise, it is said to be “selected low.” For conveniencéy a similar advantage are presented in [47]-[52].

Il. THE TREESTRUCTUREDDAC
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Ll . |ymy VLSl circuit fabrication.
— /1519y - Therefore, if the switching sequences are all uncorrelated and
Sz,5_\_> L~y [n] Share the same characteristics in their PSDs (e.g., first-order
E:_)Ym[”] high-pass shaping), the DAC noise also possesses these char-
S L=y, /n] acteristics. The problem of shaping the PSD of the DAC noise
Ef "——=y,,/n]  reduces to the problem of creating switching sequences with the
’ ‘\_>S”24——-——>y23["] desired spectral shaping. Unfortunately, this problem is compli-
H—1>yuln]  cated by the constraints on the switching sequence described

. ! —y,s (1]
S 25 next.
Sy fEI:—)yzé[n]

: _\—>£|:_>y27[n] C. Constraints on the Switching Sequence

=Y,e(n] o . . .
S ,L____>yzz[n] The swﬂchlng sequence is generated yv|th|n the SW|tch_|ng
The 4,2 Switching Block ey, (1] block to obtain the desired spectral properties of the DAC noise.

-y, [n]  However, the switching sequences must be constrained to sat-

Su ~=y,,[n]  isfy restrictions inherent to the digital encoder. As previously
Layer5  Layer4 Layer3 Layer2 Layerl described, each of the digital encoder’'s output$n] (i =
1,...,32),is limited to the se{0, 1} and their sum must equal
Fig. 3. The 33-level tree-structured digital encoder. the DAC input:y[n] = y1[n] + - - - + y32[n]. Itis shown in [40]

that these conditions are met if each switching block satisfies the
following two-partNumber Conservation Ruléhe two outputs
of each switching block must be in the ranfig 1, ..., 2¢~1}

The architecture for a 33-level, tree-structured digital encodgheret: is the layer number, and their sum must equal the input
is shown in Fig. 3. The nodes of this digital encoder are callgg e switching block

switching blocksEach switching block is labeles, ,., where

k andr represent the switching block’s layer number and po- Tr-1,2r-1[n] + 2r-1,2¢[n] = 280 [1]. 4)
sition within the layer, respectively. Each switching blagk,  From (1) and (4), the input/output relationships of switching
has a single input, which is denoted ,.[n], and two outputs. pjock Sy are

If each digital encoder output sequengén]| is also denoted 1

zo,:[n], then the switching blocks are interconnected such that Tp—1,2r—1[n] = = (zk [n] + sk [n])

the top output ofSy - is z4_1 2,—1[n] and the bottom output is 2

xk—1 2r[n]. Theswitching sequencs, ,.[n] is defined as the dif- and
ference between the top and bottom output sequencgs,of Tr_100[n] = %(a:k,r [n] — si.[n]). (5)

The above expressions are implemented by the block diagram
shown in Fig. 5.

Fig. 4 illustrates the input and output sequences;of along It can be shown that the number conservation rule is satisfied
: * by, each switching blocky, . f

with the relationship between its switching sequence and outp
sequences. san] = {0, if z1..[n] is even ©)
As shown in [40], the DAC noise is a linear combination of the i +1, if zp[n] is odd
switching sequences. In general, for a DAC of the type showhis js more restrictive than necessary; however, it significantly
in Fig. 3 with2” DAC elements, the output can be written as gimplifies the switching block’s hardware. In Fig. 5, this restric-
tion is reflected by the switching sequence generator’s depen-
uln] = yy[n] + 5+ eln] (2) dence on the input sequeneg,.[n].

B. The Tree-Structured Digital Encoder

sprn] = r_1,20—1[n] — Tr—1,20[n]. (1)
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Fig. 6. A functional partitioning of the switching block, where SN is #ipditting network PL is theparity logic, and SL is thesequencing logic

D. Implementation of the Switching Block of s .[n] (i.e., o [n] and gx .[n]), the role of the splitting

The switching sequence, ,[r] is a terary sequence, andetwork is to perform the_ arithmetic operations shown in Fig. 5
so it can be represented as two single-bit sequences. It folldf}&t 9enerate the switching block’s two output sequences.
from (6) that the magnitude of the switching sequence is entirely
determined by the input to the switching block, so the switching IIl. L Ow-PASS SEQUENCINGLOGIC
block can only control the sign of the switching sequence. T High-Pass Switching Sequences
separate the magnitude and sign of the switching sequence, |

or1[1] aNdg . [n] representy . [n] as h low-pass mismatch-shaping DACSs, the signal band is near

dc, so the mismatch-shaping logic is designed such that most
of the DAC noise power resides at higher frequencies. In other
words, in a low-pass mismatch-shaping DAC, the PSD of the
DAC noise resembles the magnitude response of a discrete-time
high-pass filter. Sequences of this type are cdtliggh-pass se-

0, ifog,[n]=0
spen] =< 1, if op[n]=1, qr,[n]=1 (7
-1, ifors[n]=1, gap[n] =0

where quencesThus, the sequencing logic blocks in a low-pass tree-
structured DAC create high-pass switching sequences.

1, if @4,[n]is odd To meaningfully characterize the spectral properties of the

onr[n] = {0, if zy »[n] is even ®) high-pass switching sequences, a quantitative definition of an

Lth-order high-pass switching sequence is required. i>a
The sequence;, -[n] represents the sign ef; .[n]. It is chosen modulator with a quantization-noise transfer function that con-
by the switching block to ensure the switching sequence is apins zeros only at dc, the order of tie” modulator corre-
propriately shaped as described in Section Ill. The[n] se- sponds to the number of dc zeros. hetntization noiseéenote
quence is referred to as tiparity sequenceand represents the the component of the\> modulator output arising from the
magnitude ofs;, ,.[n]. errors induced by quantization. In drth-order low-pasAY.

Fig. 6 displays a convenient functional partitioning of thenodulator, the quantization noise is commonly calléld-order
switching block. The parity logic determines the parity ohigh-pass noise. A key property of this high-pass noise is that
the switching block’s input and generates the parity sequeritean be processed bl cascaded accumulators such that the
okr[n]. The sequencing logic produces the sign sequeneglues in the accumulators remain bounded. Thdc poles
gr»[n] and is responsible for the spectral shaping of tifeom the accumulators “cancel” the dc zeros in the noise
switching sequence. The combination of the sequencing logiansfer function. However, if one more accumulator were cas-
and parity logic constitute the switching sequence generataded, its output would become unbounded regardless of the
shown in Fig. 5. Giverry, .[n] and the binary representationaccumulators’ initial values.
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In contrast to the quantization noise, the switching sequenceThis method of using symbols to construct the switching
as a result of its constraints in (6), cannot be generated $gquence can be generalized to include even inputs to the
filtering a causal, bounded sequence by a system Witlic switching block. When the switching block’s input is even, it
zeros. Therefore, the concept of the switching sequence’s ortt#dtows from (6) that the switching block has no choice but to
is vague without a more applicable definition. By defining théorce the switching sequence to be zero. To include potential
high-pass order of a switching sequence using the accumulatero runs in the switching sequence, the two symbols described
property described above, a transfer function is associated watbove are generalized to be
this sequence, and the desired properties of its PSD are implied.

Definition: Let«y,[n] be the ‘Lth-sum sequence” o ,.[n] 59,...,0,-1,0,...,0 and -1,0,...,0,1,0,...,0 . (11)

Until next Until next Until next Until next
I Summations odd zy, »[n] odd zy, [n] odd zy »[n] odd zy [n]
. nl_l" i1 Each symbol begins in the switching sequence with a nonzero
_ value that corresponds to an odd switching block input. The only
arpln] = .. sprlng]. 9 e .
el g::o n;o 7%::0 krll © other nonzer@lementvithin a symbol has the alternate sign of

the first element. For a switching sequenge [n] composed of

The sequencey ,[n] is an Lth-order high-pass switching se-these symbols, this alternating property ensures that its partial

quence if itsLth-sum sequence is lounded sequeneei.e., SUM satisfies (10), which implies that the resulting switching

there exists a numbdi < oo such thafaz[n]| < K for all Sequence is a first-order high—pass switching sequence. Addi-

n—, and its(L + 1)st-sum sequence is an unbounded sequenfi@nally, by randomly choosing between the two symbol types,
If sy..[n] is anLth-order high-pass switching sequence, thdhe resulting switching sequence cannot contain tones.

it can be shown that the slope of its PSD2(d. dB/decade near AS an example, consider the following segment of the input

dc provided the PSD af[n] is continuous and nonzero in aSédquence to the switching blodk,:

neighborhood of dc. This definition provides a means to create errln] = 12210112
switching sequences that afgh-order high-pass shaped and d T
conform to (6). where the segment starts with the value “1” and ends with the

value “2". The parity sequencs, ,.[»] for this input is

B. First-Order Low-Pass Sequencing Logic
o o ox[n]=...,1,0,0,1,0,1,1,0,....
To produce a switching sequengg;.[»] that is a first-order

high-pass switching sequence, the switching block ensures thae parity sequencey .[n] dictates the magnitude of the

its partial sum,a1[n], is a bounded sequence. Suppose thsvitching sequence, ,.[n]; therefore, the zeros in the parity

input to switching blockS;, . is always odd and thus, from (6), sequence correspond to zeros in the switching sequence. Given

si»[n] = £1 for all n. One method for ensuring that [»] isa this parity sequence, the symbols 0,0, —-1,0"and “—-1,1,0"

bounded sequence is by choosing.[»] to be the alternating are used to construct the switching sequence

sequencesy .[n] = (—1)" = cos(wn). With this switching

sequence, the resulting partial sum sequence is bounded in skr[n] = -

magnitude by 1 The choice of the symbol140,0, —1,0” over “—1,0,0,1,0"
. and “—1,1,0" over “1,—1,0" is arbitrary as any combination

Z sinlim] of these symbols ensure that; [z]| < 1. In this example, the

m=0

.,1,0,0,—-1,0,—1,1,0,....

| [n] = <1 (10)

resulting partial sum sequence is

. . . _ ai[n]=...,0,1,1,1,0,0,-1,0,....
and the resulting switching sequence is a single tone of normal-

ized frequencys = 7. For many applications, it is desirable to Fig. 7 displays an example of sequencing logic that generates
have DAC noise and, thus, switching sequences that do not ctirese symbols in the switching sequence. This sequencing logic
tain any tones. contains two D flip-flops with enables and a 2:1 multiplexer.
One way to eliminate tones in this scenario and yet obtainfalditionally, a pseudorandom sequengén] is used to select
first-order high-pass switching sequence is to constsyefn] between the two symbol types and is generated by logic that is
by randomly choosing between the following two typesyrih- not shown in the figure.
bols “1,—1" and “—1,1". When n is even (i.e.n = 2m), Each symbol type from (11) must be further decomposed into
one of the two symbols is chosen randomly by a fair coin todsyo “halves” to describe how the sequencing logic in Fig. 7
and the chosen symbol is placed in the switching sequengenerates the desired switching sequence. The first half of the
With this construction, the switching sequence can be writtsymbol—i.e., the first 41, 0, . .., 0"—is called theheadof the
assy r[2m] = £1 andsy [2m + 1] = —si »[2m]. Thealter- symbol, and the second half is called taé. The four states of
nating property—i.e., sy .[2m+1] = —s; .[2m]—ensures that the D flip-flops correspond to the two symbol typessip,.[7]
the partial sum sequence satisfies (10), while the random symbol the two segments, head and tail, of the symbol. The bit
type selection prevents, ,.[n] from containing any periodici- in the leftmost flip-flop represents the value |of; [n]|. Since
ties. Therefore, the resulting switching sequence is a first-ordes [n + 1]| = 1 whensy, ,-[n] is an element of a symbol’s head,
high-pass switching sequence that does not contain tones. anda:[n+1] = 0 whensy, ,.[»] is an element of a symbol’s tail,
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r [n] threeNAND gates, and the pseudorandom sequences are con-
o, In] : structed using a pseudorandom number generator with 28 D

flip-flops and 7x0R gates. The total hardware required for the
o T, [ ing logic (not including th dorand b
E; @ S £ o [ » Seqguencing logic (notincluding the pseudorandom number gen-

_ erator) in the digital encoder presented in [43] is 62 D flip-flops

|:DJ 91] D2 p & 2, ] and 93NAND gates.

SL C. Second-Order Low-Pass Sequencing Logic

1

CLK

The first-order low-pass sequencing logic generates a
Fig. 7. The first-order low-pass sequencing logic with dither. first-order high-pass switching sequence regardless of the
values in the switching block’s input sequence. However, the
the bit in the leftmost flip-flop tracks whethey, .[] is an ele- restrictions ons;. ,.[n] given by (6) prevent an analogous claim
ment of the head or the tail of a SymbOl. The rightmOSt ﬂlp-ﬂOIfbr the second-order |0w-pass Sequencing |Og|Cd7_;9f[7’L] to
contains they; .[n] sequence that dictates the symbol types. pe a second-order high-pass switching sequence, the switching
The symbol types are chosen randomly according to theck attempts to bound the magnitude of dsuble sum

pseudorandom sequencgn] so that there are no tones in th%equencew[n] by a constanf{ < oo for all »
switching sequence. This pseudorandom sequence is called the

dither sequence, and a switching block that uses a dither se- n-l noli-1
guence to select its symbol types is calleditheredswitching |az[n]| = Z arfl]| = Z Z skr[m]| < K.
block. Ideally, the dither sequence is a sequence of bits that are =0 =0 m=0

uniformly distributed and independent. In this implementatio%ecause the parity afy, .[] dictates whens, ,[n] is zero, the
gzszesr:’zgcmng block in a given layer shares the same d't@eerquencqacm[nﬂ can be made arbitrarily Iar:qe by applying the
) iatery, .[n]. F le, .~[0] = 1, and
Unditheredswitching blocks may also be utilized to reducé;‘ppg]pr:l E(;rfkér[g]” no; ega(r;iseen ;u[g]po:seg H —0 t?gn
hardware complexity and potentially decrease signal-bal C@;’tn” — 1 and |as[n]| : n—1 f(ljr all n i 0 HO\;VQVGF
DAC noise power. In an undithered switching block, the sa «.»[n] is odd with some regularity (as is the case wher; the
symbol type is used throughout the switching sequence, ﬁc”

. i . . . is used in aA3: modulator), a switching sequence can be
the sequencing Ioglc can be.reduced toasingle D fl|p-flop Wibnstructed whose double sum is a bounded sequence, thereby
enable. The r_esultlng sw!tchlng sequence can cor_1ta|n tones g rise to second-order high-pass shaped DAC noise.

'°"Yef the noise floor of its PSP re_Iat|ve to the_ dithered cas " One method for creating such a switching sequence is to again
This reduced noise floor can give rise to less signal-band DA

) i . . e symbols of the form in (11), but with the symbol type chosen
noise power. However, the resulting spurious tones in the DAt minimize the magnitude of the double sum sequens).
noise can be prohibitive for a given application. To optimiz

. o ! : this case, the magnitude of [n] is bounded by one, so the
th'$ ”"?‘de"ff* some combination of dithered and undltheres itching sequence is at Ieast[a]first-order high-pass switching
swr[_chmg .bIOCkS may be employed. . .__..sequence. At any time within a symbol’s headp[n + 1]| =

Fig. 8 displays the PSDs of the DAC noise and quantizatiqn and it follows that
noise from behavioral simulations of the 5-@if: modulator '
that was introduced in Section II. The units of the PSDs are dBQQ[n 12l =+ 1] Faifn+1] =asn+1]+£1. (12)
relative toA?2, whereA is the step size of the ADC. The ca-
pacitor errors in the DAC banks were modeled as independeiiys v, [n+1] increments or decrements by one at each sample
Gaussian random variables with standard deviations of 1%tgfe within a symbol’s head. However, at any timavithin a
their nominal value. This isiot equivalent to “1% matching” symbol’s tail,ov; [n + 1] = 0 andaa[n + 2] = as[n + 1]. It fol-
whichimplies that adjacent capacitors in a given IC are matchgglys that the symbol’s type and the length of its head determine
within 1%. The input to theA>> modulator was a- 1 dB (rel-  the values in,[n]: if a symbol starts at time and its head’s

ative to full-scale),— 1 kHz (~0.0005f) sinusoid. To illus- |ength isV, samples, it can be shown using induction that
trate the effects of dither, a dither sequence was applied to se-

lected switching blocks in the simulateN: modulator. The az[n + Ny + 1] = cw[n] 4 (£N,) (13)
noise PSDs in Fig. 8 illustrate how the dither sequences either
eliminate or reduce spurious tones in the DAC noise dependiwgere the sign ofV, is determined by the symbol type. To min-
on which switching blocks are dithered. imize |ao[n + N, + 1], the sign ofN,, in the above expression
The total hardware required for the sequencing logic inshould be the opposite of the sign®f|n].
(2° + 1)-level digital encoder depends on how many switching To construct such a switching sequence, each switching block
blocks are dithered. When all switching blocks are ditheretleally calculatesy:[n] with which it selects between the two
2. (2* — 1) D flip-flops with enables2® — 1 2:1 multiplexers, symbol types. However, when implemented with finite register
andb pseudorandom sequences are required. When none ofglzes, the switching block can only estimaig»]. This esti-
switching blocks are dithere@’ — 1 D flip-flops with enables mate, which is denoted.[n], has a maximund/,,..,. > 0 and
are required. For the implementation of th&: modulator in  minimum A,,,;,, < 0 which are determined by the number of
[43], the 2:1 multiplexer in the sequencing logic is realized bstates in a finite-state machine. Therefore, the estiniale]
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Fig. 8. DAC noise and quantization noise from a simulation of a 3\t modulator with the first-order low-pass sequencing logic. (a) Dither in all of switching
blocks. (b) Dither in none of the switching blocks. (c) Dither in the switching blocks in layers 3, 4, and 5.

equalsas[n] only as long asv.[n] does not exceed the esti-input is odd at least once within evefy-length segment, the
mate’s range (i.e Mumin < az2[n] < Mmax). The switching saturation error is always zero. From (15), it follows that
block uses the sign ofiz[n] to determine the symbol types. 1

To approximatexs[n], the sequencés[n] saturateswhen it A _ r :

reaches\.. o M., daln] = eln] + Y (ulj] +€lj]).

=0
Mpax, if &a[n] + c1[n] > Mmax The sequence,[n] is the partial sum o, [»]; thus, it follows
&2 [7’L + 1] = Mmirn if &2 [71] + 061[71] < Mmin that
&a[n] + aq[n], otherwise n
(14) — & - j 16
The effect of saturation in the above equation can be repre- azln] = dzln] ;E[‘]]' (16)

sented as an accumulated additive error
Becaused;[n] is a bounded sequenceg[n] is a bounded
Go[n + 1] = do[n] + cu[n] + e[n + 1] (15) sequence if and only if the partial sum gffz] is a bounded
sequence. Therefores, .[n] is a second-order high-pass
wheres[n] is called thesaturation error The behavior of the switching sequence if and only if the partial sum=0f] is a
saturation error determines whether the switching sequence mainded sequence.
second-order high-pass switching sequence. Sinpd is con- The second-order low-pass sequencing logic is shown in
strained to the sef—1, 0, 1}, it follows thate[n] is also con- Fig. 9. The 3-state accumulator producesy;[n] and the
strained to this set. L&V = min( M.y, |Mumin|). FOre[n] to  M-state accumulator producesés[n]. Therefore, the sign
be nonzero, there must be a run of at lesisteros in the parity of the value in theM -state accumulator is used to choose
sequencey, ,-[n]. Thus,z;, [n] must be even folV consecutive the symbol types. However, when ttié-state accumulator’s
samples to cause any saturation error. If the switching blockalue and hencé;[r] is zero, the dither sequeneg[n] is
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Fig. 9. The second-order, low-pass sequencing logic with dither.
used to choose the symbol type randomly as a means of where I3[n] is the accumulator's state at time
reducing the spurious tones 4p ,-[»]. The 3-state accumulator N Npmin = —[(M — 1)/2], and Nypax =
tracks the intrasymbol information for the switching sequence: [(M —1)/2];
|ai[n + 1]| = 1 whensy .[n] is an element of the symbol's * “MAG; > 0" is high when|Iz[n]| > 0 and low
head, andy;[n + 1] = 0 whensy ,.[n] is an element of the whenlIy[n] = 0;
symbol’s tail. Whers,. ,.[n] is in the head of a symbol, the sign * SGN; represents the sign d¢[n] and is analogous
of the 3-state accumulator’s value is the sign of the tail’s first to SGN; in the 3-state accumulator.
element. 3) Decision Logic: Combinational logic that generatég

The following is a more detailed description of each element  and its complementy, as follows:
in Fig. 9:

1) 3-State AccumulatorA state machine that implements SGNy, if MAG, =1 }
an accumulator restricted to the following three states: @ = § SGNa, if MAG; =0, “MAG, > 0" =1 (20)
{-1,0,1}. rx[n], otherwise
« EN; andINC; control the state transitions of the
3-state accumulator as follows: wherery[n] is a pseudorandom sequence that approxi-
mates a sequence of bits that are uniformly distributed and
1i[n], if EN; =0 independent.
Ln] =1, otherwise Fig. 10 displays DAC noise PSDs from behavioral sim-

. . ulations of the 5-bitAY modulator presented in Section I
where I, [n] is the accumulator's state at time  yith the second-order low-pass sequencing logic. Except
The feedback prevents [n] from incrementing or for the sequencing logic, all other characteristics of these

decrementing beyond its three states. simulations were the same as those for the first-order low-pass
* MAG; = [I1[n]| is the magnitude of the accumu-case described previously. Variols-state accumulators were
lator. implemented with counters of different sizes. For smaller
* SGN; represents the sign df [n] values of M, the saturation error contributes more power to
the DAC noise. In the limit when “no counter” is used (i.e.,
1, if I1[n] >0 whenM = 1 andl;[n] = 0 for all n), the sequencing logic
SGN; = ¢ 0, if I1[n] <0 (18) reduces to the first-order low-pass sequencing logic. When the
don'tcare if Iin] =0. M -state accumulator is implemented with a 4-bit counter, the

power of the signal-band DAC noise decreases relative to the
2) M-State AccumulatorA state machine that implements‘no counter” noise, but the saturation error prevents the DAC
a saturating accumulator restricted to theintegers in noise from being second-order high-pass shaped. However,

the set{ —[(M —1)/2],..., (M —1)/2]}. with the A -state accumulator realized by an 8-bit counter, the
» EN, andINC, control the state transitions of theDAC noise in Fig. 10 has the spectral shape of a second-order
M -state logic as follows: high-pass sequence.
The additional hardware required to implement the
Ix[n], if EN, =0 second-order sequencing logic relative to the first-order
Iyn+1] = < min(lz[n] 4+ 1, Nyax), if ENg, INCy =1 sequencing logic includes the decision logic, which can be
max(lo[n] — 1, Nyin), Otherwise implemented by two 2:1 multiplexers and an inverter, and the

(19) M-state accumulator. i/ = 2%> and theM -state accumulator
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S “zp [n]" represents both the input &y, and its numerical
N = value; the appropriate representation can be determined by its

context. The switching block employs “extra-LSB encoding” of

its input and output sequences. Motivated by [39] and detailed

in [42], the extra-LSB code ofy, ,.[n] consists ofk + 1 bits

that are denotedgf),,[n] (¢ = 0,...,k), each of which take

on a value of one or zero. The numerical valuexgf,.[n] is

interpreted as

N

)

3
:

Power (dB relative to Delta squared)

k
ol LN mln] =Y 2 el (D)
No counter =1
il ---  4-bit counter ) 0)
~140 Lo ——  8-bit counter | Thus, the extra-LSB code contains two LSBﬁ(k,,,[n] and
- .10'_3 1(;_2 __ ..1.(,)_1 — xgz[n] both with unity weighting. A conventional unsigned
Normalized Frequency (sampling rate = 1) binary encoded number can be converted to an extra-LSB

encoded number by appending the Oth bit and setting it low.
Fig. 10. DAC noise from a simulation of an analdg" modulator with the With this coding technique, the arithmetic performed by the
second-order, low-pass sequencing logic with dither and varying counter sizeﬁ. . i
for the M-state logic. splitting network only modifies the two LSBs of,,.[1]. As de-
scribed in Section II, the switching sequengg.[] is nonzero

is implemented with a,-bit up/down counter, theSGN, is only whenzy, ,.[n] is odd. It follows from (22) that whenever

the MSB of the counter andVIAG, > 0” can be realized by zr [n] is odd, one of its LSBs is one and the other is zero. Thus,
an oR gate with a fan-in of(b, — 1) bits. The second-order € SPIitting network adds:1 to .»[n] when only one of its
sequencing logic for the implementation of this switchingSBS Is high, which implies that the carry bit can never prop-

lock in [44 4-bi ires 2 | ate beyond the two LSBs. Whep .[n] is odd, the splitting
gr?dcfli;an-fl[op]s uses a 4-bit counter and reqires 25 tota gatngtwork adds one toy, ,.[n] by setting both of its LSBs high, or

subtracts one from;, .[n] by setting both of its LSBs low. Since
the sequences, ,.[n] + si »[n] andxzy, .[n] — sz [n] are always
even valued, both LSBs are equal in each of these sequences.
In an ADC A modulator as in Fig. 1, the delay of the feedThe splitting network performs the divide-by-two operation by
back DAC must be small enough so that its output is availabfight shifting thek — 1 MSBs of 2, ,.[n] and using one of the
well before the nextAX modulator input is clocked in. There-LSBs ofzy, ,.[n] £ sk -[7] as the second LSB of each outpuit.
fore, the delay introduced by the switching blocks can limit The two LSBs ofzy. ,.[n] determine its parity. The value of
the maximum sample rate of the ADEY® modulator. The se- zx ,.[n] is odd only when one of its LSBs is one and the other
guencing logic blocks presented in Section Il do not contribuie zero; otherwise, it is even. Therefore, the parity logic imple-
to the switching block’s propagation delay because their outents
puts can be set before their next input is available. However, the ) n
splitting network and parity logic do cause propagation delay. or[n] = L [n] @ Lper [n] (22)

If the input to the switching block were a binary encoded .
- . . Where@ represents theor operation.
number, the splitting network could be implemented with bi- . s . .
- . . The hardware in each switching block is independent of its
nary adders as shown in Fig. 5, and the parity logic would "Bcation in the digital encoder; therefore % + 1)-level di
guire no hardware as the input’s parity bit would be its LS g ; ' g

|tglencoder require®- (2° — 1) 2:1 multiplexers for its splitting

IV. SPLITTING NETWORK AND PARITY LOGIC

However, the propagation delay introduced by the adders collh vorks and®® — 1 xoR gates for its parity logic. The effi-

be significant. In this section, splitting networks are present% ncy of this implementation increases as the number of bits
that_ avoid using conventlor!al a_ldders by ’e_mploylng alternatl\((i?e increased because the complexity of each switching block
coding schemes for the switching blocks’ input and output Sgaeg not depend on the bit width—i.e., number of bits—of its
quences. Without conventional adders, these splitting netwogks ;1 The medium-speed switching block is used in the 33-level
tend to introduce less propagation delay. The two splitting Nefigital encoder presented in [43] wherein the two multiplexers
works in this section constitute the medium-speed and highf a5ch splitting network are realized by fimanp gates. The
speed switching blocks that offer a tradeoff between complex'gwimng networks and parity logic blocks for this implementa-
and propagation delay. Additionally, efficient implementationggp, require a total of 186 logic gates. For thesADC shown
of the parity logic blocks are presented for both switching blogk Fig. 1, additional hardware is required to convert the ther-
types. mometer coded output of the flash ADC to an extra-LSB code.
) . The delay performance for the digital encoder is determined
A. Medium-Speed Switching Block by the digital encoder'sritical path, which is defined as the
Fig. 11 displays the medium-speed switching block. THengest path that an input bit must traverse in a given clock pe-
parity logic consists of axoRr gate and the splitting network riod to set an output bit. Within the medium-speed switching
consists of two 2:1 multiplexers. In this section, the sequenbck, the longest path from its input to its outputs consists of
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xk,r [n]

Fig. 11. The medium-speed switching block.

- xz’l[n]
|

4, ni

4y, [n] = high = ———
g, In] =low =p ——

xﬂ[n]
Il ]

9 Al

Xy 0]

.,

Fig. 12. The splitting network for a high-speed switching block and the CMOS implementation of a transmission gate.

an xoR gate and a 2:1 multiplexer. Therefore, the critical pathhus, with thermometer encoding

of the (2° + 1)-level digital encoder consists &fxOR gates ok

andb 2:1 mult!pl_exers. HSPICE 0.pm C.MOS simulations of . Tr[n] = Zxézz[n] (24)
the 33-level digital encoder presented in [43] showed that this =

digital encoder has a delay of approximately 5.7 ns. This doe

With thermometer encoding, the splitting network performs
not include the propagation delay of the thermometer-to-binar . . : > . .
conversion performed in tha>ADC'’s digital common-mode e desired arithmetic by routing the odd indexed bitsof ]

. to one output and the even indexed bitsegf,.[n] to the other
rejection flash ADC. . . ;
output, or vice versa, depending up@i,[n]. It can be shown
that the numerical values of the sequences that comprise the

B. The High-Speed Switching Block even indexed bits and odd indexed bitswf,.[»] are
Fig. 12 displays an example high-speed switching block 223 S = Ty 0] (25)
whose splitting network consists entirely of switches imple- — ke VLT 2
mented by CMOS transmission gates. In this architecture, the =
parity logic does not physically reside within the switchinﬁm
block. The parity sequences are generated by@m tree as 2kt yiit errln]
shown in Fig. 13. The high-speed switching block employs > a:i;_ )[n] = [’Tw (26)
thermometer encoding of its input and output sequences. The i=1
sequencezy,.[n] is thermometer encoded if it has* bits respectively. Becauss, ,.[n] is limited to the se{—1,0,1}, it

(xf), [n],4 = 1,...,2%) that are assigned as follows: follows that
=5t ] i gln] =0

’V%M—I . ifgeen]=1 @)

(2) _ 17 if ¢ S -Tk,r[n] l’k_172r_1[n] =
A ={5 e 23)
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Fig. 13. The parity logic for the high-speed switching block.
and 1)-level digital encoder requirds- 2°+! transmission gates for
F"TTM] . if quafn] =0 its splitting networks and® — 1 xor gates for its parity logic. A
Tp—12r[n] = o] _ (28) 33-level implementation of this digital encoder for th&ADC
LTJ g o] =1. shown in Fig. 1 requires 320 transmission gates for its splitting

Therefore, by routing the input's even and odd indexed bits f§twork and 3Xxor gates for its parity logic. If the input to the
separate outputs based g, [n], the splitting network real- digital encoder were a binary encoded number, as in the case
izes the arithmetic in (27) and (28). Moreover, by preservirff @ AXDAC, a binary-to-thermometer encoder would also be

the order of these bits, the splitting network ensures its outpligguired to implement this digital encoder.
are thermometer encoded. The high-speed switching block tends to have less propa-

Since the splitting network does not rely op, [»] to route 92tion delay than the medium-speed switching block because
the bits ofzy, .[n], the current sample af;, . [2] can be deter- the p_arlty Iog|c in the hlgh-s_peed swnchmg block does npt
mined after the outputs of the digital encoder are set. The paffgntribute toits delay. As previously mentioned, the sequencing
logic block in this section exploits this flexibility to minimize its'09ic do€s not require the current sampleopf.[] to produce
hardware. The number of gates required to directly determifier””]- Therefore,q,..[2] can be calculated and used to set

the parity of a thermometer encoded number is proportional {3 fransmission gates befogn] is clocked into the digital
its bit width. However, using theor tree as shown in Fig. 13, encoder. Additionally, thexor tree processes the output bits
each parity logic block accounts for only oreRr gate. of the digital encoder and does not contribute to the digital

The xoR tree is a consequence of the functional relationsh bcoder’s critical path. Therefore, the critical path of the
between the outputs of a switching block and its input. From (4 + 1)-level digital encoder, which is experienced by each of

the values of the output sequences of a switching block mdi§; NPut bits, consists of preset transmission gates. HSPICE
add to the value of the input. Thus, the paritygf,[n] can be 0.54+m CMOS simulations of a 33-level digital encoder with
determined by the parities af,_1 2_1[n] anda:k!l o] high-speed switching blocks showed that this digital encoder

has a delay of approximately 1.1 ns, which is approximately
Ok [1] = Ok—1,20—1[n] B O —1,2-[n]. (29) a five-times improvement over a 33-level digital encoder with

The outputs of each switching block in layer one are 1-bit sB1edium-speed switching blocks. This delay does not include
quences. This implies that, .[n] = oo .[n]. By recursively im- the propagation delay of a binary-to-thermometer encoder

plementing (29), thetoR tree generates the parity bits for eacfi@t would be required in AXDAC. An implementation that
switching block. uses the h!gh—speed switching blocks for its minimal delay is
The hardware counts in the medium-speed and high-spdgsented in [45].

switching blocks differ only in their splitting networks. With the
high-speed switching block, the number of transmission gates in
the splitting network depends on the bit width of the switching
block’s input. However, the number of transmission gates per
layer is independent of the layer number: each bit of a switchingTo compare the hardware complexity of the tree-structured
block’s input is processed by two transmission gates—one orismatch-shaping DAC encoders presented here to other im-
and one off—and the total number of input bits is constant f@tementations, Tables | and Il give estimated hardware require-
each layer. Thus, with the high-speed switching block(#ie-  ments for mismatch-shaping DAC encoders appropriate for use

V. HARDWARE COMPARISON FORVARIOUS
MISMATCH-SHAPING DACSs
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TABLE |
ESTIMATED HARDWARE REQUIREMENTS FORUNDITHERED MISMATCH-SHAPING DAC ENCODERS FORUSEWITHIN A 5-bit AXADC
Tree-Structure Data-Weighted Averaging Butterfly
Med. Speed High Speed | Barrel Shifter(!] Binary/Therm(? Shuffler(®!
5-bit T/B encoder | 320 T-gates | 5-bit T/B encoder | 5-bit T/B encoder |320 T-gates
93 MUXes 31 MUXes 320 T-gates 2 5-bit adders 160 XORs
31 XORs 31 XORs 5-bit adder 62 XNORs 80 INVs
31 DFFs 31 DFFs 5 DFFs 36 DFFs 80 DFFs
TABLE I

ESTIMATED HARDWARE REQUIREMENTS FORMISMATCH-SHAPING DAC ENCODERSWITH DITHER OR OTHER HARMONIC DISTORTION
COMPENSATION FORUSE WITHIN A AXADC OF SPECIFIED SIZE

5-bit Tree-Structure Data-Weighted Averaging 5-bit Butterfly
Med. Speed High Speed | 3-bit Rotationall¥! | 5-bit BIDWAL) Shuffler
5-bit T/B encoder | 320 T-gates |3-bit T/B encoder |5-bit T/B encoder | 320 T-gates
155 MUXes 93 MUXes 6x1024-bit ROM 320 T-gates 320 XORs
31 XORs 31 XORs 6 DFFs 15 MUXes 80 INVs
62 DFFs 62 DFFs 1 random bit 2 5-bit adders 80 MUXes
5 random bits 5 random bits 10 DFFs 160 DFFs
5 random bits

inaAXADC. When possible, the DAC encoder hardware is egates while the 3-bit second-order architecture presented in
timated for an implementation in the 5-kk>ADC shown in  [15] requires 3500 gates.
Fig. 1. In both tables, the abbreviationsV,” “ MUX,” “ XOR,”
and “XNOR” stand for inverter, 2:1 multiplexer, exclusive-or, and
exclusive-nor, respectively. The abbreviation “T-gate” denotesThis paper has presented various implementations of
a two-transistor CMOS transmission gate, and the abbreviatite tree-structured mismatch-shaping DAC. First-order and
“T/B encoder” denotes a thermometer-to-binary encoder. A §2cond-order low-pass sequencing logic have been presented
flip-flop, denoted “DFF,” is assumed to have true and compléhat provide a tradeoff between DAC-noise power and hardware
mented outputs available; the D flip-flop with enable, shown icomplexity. High-speed and medium-speed implementations of
Fig. 7, is implemented using a D flip-flop and a 2:1 multiplexethe splitting network and parity logic have been presented that
The mismatch-shaping DAC encoders shown in Tableoffer a tradeoff between the digital encoder’s propagation delay
provide no hardware to eliminate or reduce spurious tonasd hardware complexity. By appropriately choosing between
and the hardware differences are not as pronounced. Howeweedium-speed, high-speed, first-order dithered or nondithered,
when extra hardware is utilized to combat harmonic distortionr second-order implementations, the tree-structured DAC
Table Il shows that both the Bidirectional DWA (BiDWA) andcan be optimized for hardware complexity, propagation delay,
tree-structured DAC encoders contain the least hardware. ®ignal-band DAC-noise power, and DAC-noise harmonic
BiDWA DAC encoder requires minimal hardware because @istortion.
depends entirely on the randomness of its input to reduce tones
in its resulting DAC noise. Any dc input to &° + 1)-level
BiDWA DAC, besides the trivial inputs of 0 ang’, causes
its DAC noise to be tonal. On the other hand, the dithered pers _
tree-structured DAC has been mathematically proven to pro- grr?;rﬁ’tgtﬁ" J_‘E_r,‘)géitc_g; E;gﬁ? gggfzgg_c“'”heory and Design
duce no tones in its DAC noise [46]. In the Butterfly Shuffler [2] R. K. Henderson and O. Nys, “Dynamic element matching techniques

architecture, it is assumed that the logic driving the swapper Witg grbitrary noise gggping fqunscti;gg' Proc. IEEE Int. Symp. Circuits
.. . . and Systemsdvay 1996, pp. —296.
cells is implemented as the sequencing logic for the tree'Struc'[?:] 0. Nys and R. K. Henderson, “An analysis of dynamic element matching

tured DAC and only one random bit is used for eaclumnin techniques in sigma-delta modulation,” froc. IEEE Int. Symp. Cir-
the swapper cell matrix. For the second-order tree-structured _ cuits and System#fay 1996, pp. 231-234. _

. M. Adams and C. Toumazou, “A novel architecture for reducing the
DAC, the hardware difference becomes more pronounced a:

I ) ] g sensitivity of multibit sigma-delta to DAC nonlinearity,” ifroc. IEEE
the 5-bit implementation presented in [44] requires only 988  Symp. Circuits and Systentday 1995, pp. 17-20.

VI. CONCLUSION
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