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Abstract—A multibit �� analog-to-digital converter can
achieve high resolution with a lower order modulator and lower
oversampling ratio than a single-bit design. However, in a multibit
�� modulator, quantization level errors in the internal multibit
quantizer can limit the �� modulator’s signal-to-noise-and-dis-
tortion and spurious-free dynamic range. For a CMOS ��
analog-to-digital converter using a flash analog-to-digital con-
verter as its internal quantizer, comparator input offset errors
are a significant source of quantization level errors. This paper
presents a dynamic element matching (DEM) technique, com-
parator offset DEM, that modulates the sign of the comparator
input offsets with a random sequence and causes the offset
errors to appear as white noise and attenuated spurious tones.
Measured performance of a prototype�� modulator IC shows
that comparator offset DEM enables it to achieve 98-dB peak
signal-to-noise-and-distortion and 105-dB spurious-free dynamic
range. Analysis and simulation of comparator offset DEM in
a flash analog-to-digital converter with a periodic input and
uniform dither give insight into its operation and quantify the
spur attenuation it provides.

Index Terms—Analog circuits, analog–digital conversion,
CMOS analog integrated circuits, comparators, mixed analog–dig-
ital integrated circuits, sigma–delta modulation.

I. INTRODUCTION

T HE DEVELOPMENT of mismatch-shaping multibit dig-
ital-to-analog converters (DACs) has helped to make the

implementation of high-performance multibit analog-to-
digital converters (ADCs) feasible. A multibit modulator
using a mismatch-shaping feedback DAC can achieve the same
signal-to-quantization-noise specifications with a lower order
modulator and lower oversampling ratio (OSR) than a single-bit
design. The use of multibit feedback also relaxes the slew rate
and settling time requirements on the analog integrators. While
reducing the modulator order and OSR eases the design of
the analog front end, it also reduces attenuation of circuit errors
in the quantizer. These errors give rise to spurious tones that can
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limit the ADCs signal-to-noise-and-distortion (SINAD) and
spurious-free dynamic range (SFDR) performance.

In a flash ADC, the most commonly used quantizer in
ADCs, quantization level errors stem from the nonideal

resistor reference ladder and from comparator input offset
errors. Reference ladder errors result from resistor mismatches
and scale with the quantization step size. In contrast, CMOS
comparator input offsets are dominated by the process’
inherent threshold voltage mismatches and become increas-
ingly problematic as the signal swing or the quantization
step size are reduced. With the near minimum-size devices
required for small-area high-speed comparators, input offsets
with standard deviations on the order of 10 mV are typical.
Switched-capacitor offset calibration can address this problem,
but it significantly increases die area when a large number of
comparators are required and large-area metal–metal capacitors
are the only available linear capacitor structures.

The technique presented in this paper mitigates the distor-
tion introduced by comparator offsets by modulating the sign of
each offset with a random bit sequence. This approach, named
comparator offset DEMbecause of its similarity to dynamic el-
ement matching (DEM) techniques used in DACs, was devel-
oped to address circuit challenges encountered in the design of
a high-performance multibit ADC modulator [1]. Because
of the choice of architecture and the process limitations, com-
parator offsets proved to be a barrier to meeting themod-
ulator’s 98-dB SINAD and 105-dB SFDR targets. Comparator
offset DEM provided a solution to this problem that avoided
the use of additional capacitors and enabled the fabricated
modulator to meet these aggressive specifications.

The remainder of this paper consists of two main sections
and two appendixes. Section II presents the implementation and
measured performance of comparator offset DEM in the proto-
type ADC. Section III presents the signal-processing details
of the technique. Appendixes A and B give a detailed derivation
of the theoretical results presented in Section III.

II. I MPLEMENTATION IN ADC MODULATOR

The modulator mentioned above is a second-order de-
sign operating at 3.072 MHz with an OSR of 64. The proto-
type was fabricated in a 3.3-V 0.5-m single-poly triple-metal
CMOS process, and it achieves 98-dB peak SINAD and 105-dB
SFDR [1]. As shown in Fig. 1, it uses two delaying switched-ca-
pacitor integrators, a 33-level mismatch-shaping DAC, and a
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Fig. 1. �� modulator circuit topology.

Fig. 2. Flash ADC circuit topology.

33-level quantizer [2], [3]. The differential input quantizer was
realized using a pair of single-ended 33-level flash ADCs and
digital subtraction of the outputs to reject common-mode noise.
Noise-shaped requantization was used to reduce the 65-level
difference signal to 33-levels for use in the mismatch-shaping
DAC encoder [4].

The topology of a single-ended 33-level flash ADC is shown
in Fig. 2. It consists of a unit resistor ladder to set the quan-
tization levels and a bank of 1-bit ADCs to compare the input
signal to each quantization level. A standard clocked comparator
is used to implement each of the 1-bit ADCs. Each comparator’s
output is equal to one if the input exceeds its reference level,
and is zero otherwise. The 32 comparator outputs form a ther-
mometer-coded representation of the quantized signal. The ther-
mometer to binary decoder in Fig. 2 is a device that generates a
binary representation equal to the number of nonzero 1-bit ADC
outputs. As mentioned in the introduction, the major sources of
error in the flash ADC are resistor mismatches in the unit re-
sistor ladder and input offset errors in the comparators.

In the prototype, the expected level of device matching and
the limited signal swing implied that comparator input offsets
were the dominant error source. The input range of the flash
ADCs was set by the integrators’ 1.5 V 0.5 V single-ended
output swing. For 33-level quantization, the ADCs’ nominal
step size was 31.25 mV and their reference levels ref,

, ranged from 1.0 V to 2.0 V .
Given Gaussian-distributed offsets with a standard deviation
of 10 mV, a large percentage of the comparators would be
likely to have input offsets comparable to in magnitude.
In contrast, Gaussian-distributed resistor mismatches with a
standard deviation of 1% of the unit resistance value would
yield reference level errors with standard deviations below
0.9 mV. Behavioral simulations of the modulator with
the expected level of comparator offsets indicated that the
attenuation provided by the noise transfer function was not
sufficient to guarantee meeting the 105-dB SFDR target.

Comparator offset DEM is implemented in the flash ADC
using the swapper cells and at the analog input and digital
output of each comparator, as shown in Fig. 3. The control signal

is a 1-bit, 1 pseudorandom sequence. When , the
direct paths through and are chosen, and

otherwise.

When , the swapped paths through and are
chosen, and

otherwise.

Thus, the swapping shown in Fig. 3 gives rise to two quanti-
zation thresholds per comparator selected by the value of the
pseudorandom sequence .

The comparator offset DEM circuitry was added to the
modulator with minimal increase in die size. Each swapper cell
was implemented using four minimum-size transmission gates.
The 1-bit pseudorandom sequence was provided by the
modulator’s existing sequence generator and required no ad-
ditional area. The comparator offset DEM hardware occupied
only 1.5% of the total chip area and required 65% less area per
comparator than the switched-capacitor offset calibration ap-
proach considered for the design [5].
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Fig. 3. Flash ADC with comparator offset DEM.

TABLE I
MEASUREDSFDR PERFORMANCE FORFULL-SCALE TWO-TONE INPUT SIGNAL

Measured results show that comparator offset DEM provides
a significant reduction of spurious tones in the modu-
lator output. The modulator was tested with a variety of
single-tone and two-tone inputs, and performance with and
without DEM was compared by enabling and disabling the
random bit. Because the errors due to comparator offsets are
attenuated by the quantization noise transfer function, the most
dramatic improvement in in-band SFDR occurred for two-tone
inputs generating spurious components near the 24-kHz pass-
band edge. Table I summarizes measured SFDR performance
for six randomly chosen prototype modulators. For this
test, the input is a full-scale two-tone signal with components
at 500 Hz and 21 kHz. Without comparator offset DEM, the
measured SFDR ranged from 99.3 to 108.2 dB. Comparator
offset DEM improved the SFDR to over 108 dB for all six
devices. Fig. 4 shows the output power spectral density (PSD)
for device 4. For this device, comparator offset DEM provided
over 15-dB attenuation of the second-order intermodulation
products at 20.5 and 21.5 kHz.

III. COMPARATOROFFSETDEM SIGNAL-PROCESSINGDETAILS

Unlike DAC dynamic element matching techniques that fully
whiten mismatch errors for arbitrary input signals, comparator
offset DEM requires an input with a random component to
achieve a significant reduction in spurious tones. This random
component is necessary to make both thresholds’ modulated
values affect the output with nearly equal probability. When
the flash ADC is used within a multibit modulator having
a small amount of input-referred noise, the quantization noise
present at the flash ADC’s input provides this randomness [6].

To characterize the performance of comparator offset DEM,
the -level flash ADC of Fig. 3 is analyzed with a de-
terministic input plus independent, identically distributed
(i.i.d.) dither . By appropriate choice of the dither’s prob-
ability density function—e.g., uniform over 2 2 or
triangular over —the error due to ideal quantization
appears as white noise at the flash ADC’s output [7], [8]. As a
result, spurious tones at the flash ADC output are due only to
misplaced quantization thresholds.

The flash ADC is first analyzed with comparator offset DEM
disabled—i.e., for all —then with DEM enabled to
show the performance improvement relative to a conventional
implementation. It is shown that comparator offset DEM causes
the offset errors to appear as white noise and attenuated spurious
components, and that under certain conditions, it completely
eliminates spurious tones.

A. Nonideal Flash ADC Model

For analysis, the flash ADC shown in Fig. 3 is modeled as a
memoryless transfer function , where is the instan-
taneous value of the flash ADC input andis the instantaneous
value of the random control bit. The flash ADC output se-
quence is then

where denotes the flash ADC input sequence and
denotes the random control bit sequence.

The ideal resistor ladder shown in Fig. 3 is driven with refer-
ence voltages and , and the ladder provides quanti-
zation thresholds ref , ,
with a quantization step size . Let ,

, denote the static input offsets of the comparators
within the 1-bit ADCs. By defining the unit step function
as

otherwise

the transfer function of theth 1-bit ADC can be expressed as

ref (1)

The transfer function is formed by summing the
comparator outputs and adding offset of 2

ref (2)
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(a) (b)

Fig. 4. Measured�� modulator results. (a) DEM disabled and (b) DEM enabled.

The 2 offset is added in (2) so will range from
2 to 2 rather than from zero to.

In the absence of comparator offsets, (2) is the transfer func-
tion of an ideal uniform quantizer. Fig. 5(a) shows
near ref for . The dotted-line graph in Fig. 5(a) shows
the ideal flash ADC transfer function for .

The flash ADC transfer function can be viewed as a linear
function plus an error function. Let denote the quan-
tizer’s effective gain, let denote the transfer function
for error due to ideal quantization, and let denote
the transfer function for error due to comparator offsets. Thus

(3)

where

ref (4)

ref

ref (5)

Fig. 5(b) shows the total error transfer function
for , with shown as a dashed-line

graph. The comparator offset error transfer function
is shown in Fig. 5(c). It consists of rectangular pulses near
each ref and is nonzero in the regions where the flash ADC’s
output differs from that of an ideal quantizer.

Let the flash ADC input sequence be ,
where is a deterministic input sequence and is an i.i.d.
dither sequence. As above,and denote the instantaneous
values of the input and dither. Let the characteristic function of

, , satisfy

(6)

where

Provided that , the use of i.i.d. dither satisfying
(6)—e.g., uniform dither on 2 2 or triangular dither
on —implies that is an i.i.d. sequence of random
variables independent of and uniformly distributed on

2 2 [7], [8].
It follows from (3) that the flash ADC output sequence is

where and
. It is shown in Appendix B, Claim B13, that the time

average PSD of the flash ADC output is given by

(7)

where is the time average PSD of the input ,
is a white noise term, is a dc offset term, and

(8)

where

(9)

In (9), is the statistical expected value and
is the statistical autocorrelation of .

Thus, represents noise and spurious tones resulting
from comparator offsets.

To evaluate (9), an expression for is required,
where the expectation is taken over the random dither
and the random sequence . Because is independent of

, the expectation can be expressed as

(10)
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(a)

(b)

(c)

Fig. 5. Flash ADC behavior at reffor r = �1: (a) quantizer transfer function(g (V ; r); (b) total quantization errorg (v ; r) (ideal shown with dashed
line); and (c) error due to comparator offsetsg (v ; r).

where indexes have been dropped onand because they are
each i.i.d. random sequences.

Let the average offset error as a function of the deterministic
input be denoted by

(11)

Thus, Evaluating the expectation over
in (11) gives

(12)

Because (12) is in the form of a convolution integral, the
transfer function can be computed graphically by
evaluating .

B. Conventional Flash ADC

Comparator offset DEM is disabled by setting
for all . For illustration purposes, is assumed to
be uniform dither on 2 2 . The error function

and comparator offset error
component are shown in Fig. 6(a) and (b), re-
spectively. The shifted dither probability density function

is also shown in Fig. 6(b). Because for
all , . The transfer function

, shown in Fig. 6(c), has been computed graphically by
evaluating .

As shown in Fig. 6(c), for ,
is nonzero for all except the points where it changes sign.
Thus, for almost all signals of interest, the sequence
is nonzero, and contributes spurious tones to .
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(a) (b)

(c)

Fig. 6. Flash ADC error transfer functions without comparator offset DEM: (a)g (V ), (b) g (v ), and (c)g (x).

(a) (b)

(c) (d)

Fig. 7. Flash ADC error transfer functions with comparator offset DEM: (a)g (v ), (b) g (v ; r), (c)E fg (v ; r)g, and (d)g (x).

For example, consider an input with period . The period-
icity of implies that would be periodic in
with period . Therefore, would also be periodic in
with period , and its Fourier transform would consist
exclusively of spurious tones.

C. Flash ADC with Comparator Offset DEM

Comparator offset DEM is enabled by letting be
an i.i.d. random sequence independent of with

. Thus, the polarity of
the comparator offsets is modulated as given by (1). As in
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(a) (b)

Fig. 8. Simulation results for five-level flash ADC withx[n] in g (x) = 0 regions: (a) DEM off and (b) DEM on.

(a) (b)

Fig. 9. Simulation results for five-level flash ADC withx[n] in g (x) 6= 0 regions: (a) DEM off and (b) DEM on.

the previous case, is assumed to be uniform dither on
2 2 .

The error transfer functions and for
are shown in Fig. 7(a) and (b), respectively. The shifted

dither probability density function is also shown
in Fig. 7(b). The transfer function , shown in
Fig. 7(c), is obtained by averaging over the two states of.

From , shown in Fig. 7(d), it can be seen that the
key benefit provided by comparator offset DEM is the creation
of large zero regions in the transfer function by pro-
ducing equal-area positive and negative error regions in
centered at each threshold. When is convolved with

, as shown in Fig. 7(c), the positive and negative
errors cancel each other for much of the flash ADC’s input
range. The regions where correspond to those
input values where the dither pdf covers both the positive and
negative error regions, giving equal probability of positive and
negative comparator offset error. The nonzero regions centered
between the quantizer thresholds correspond to input values
where the dither pdf does not cover both error regions equally
and the probabilities of positive and negative errors are unequal.

An input that completely avoids the nonzero regions of
the transfer function has for all . As
shown in Appendix B, Claim B8, is a sequence of inde-
pendent random variables for any deterministic input. Thus

Using this result in (9), it follows that

Thus, (7) implies

Therefore, consists only of a scaled version of the de-
terministic input signal, a dc component, and white noise. Be-
cause depends on , the power of the offset errors is still
present in , but comparator offset DEM causes it to appear
entirely as white noise.
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For an input with some samples in the nonzero regions of
, the offset errors give rise to both white noise and at-

tenuated spurious components in . The attenuation of
the spurious tones results from the reduction in magnitude of

provided by comparator offset DEM. Simulation re-
sults for a wide range of inputs indicate that significant spur
attenuation can be achieved in this case.

For input signals falling in the nonzero regions of
on every sample, there exist offset distributions such that com-
parator offset DEM provides little reduction of the peak spurious
component. However, signals of this type are unlikely to occur
in an oversampled converter.

D. Simulation Example

To illustrate the partial and full spur attenuation predicted by
the analysis, Figs. 8 and 9 show simulation results for a five-
level flash ADC with random errors and uniform
i.i.d. dither . In Fig. 8, the input signal was chosen to be

. Since the offset errors are
bounded by 8, this choice of input forces every sample to
land in a region where , resulting in .
The PSD in Fig. 9(b) shows that with DEM enabled, no spurs
are visible in the output, and supports the theoretical result that
comparator offset errors are completely whitened.

The results for the same flash ADC with an input
are shown in Fig. 9. This choice of input forces

half of its samples to land in the mid-threshold regions where
. Without comparator offset DEM, as shown in

Fig. 8(a), the flash ADC has an SFDR of 24.4 dB. With DEM
enabled as shown in Fig. 8(b), the third harmonic is reduced
significantly, but the SFDR is limited to 26.5 dB by the second
harmonic. As predicted, the DEM attenuates the spurious tones
but does not completely eliminate them.

IV. CONCLUSION

A comparator offset DEM technique for mitigating the dis-
tortion caused by comparator offsets in the flash ADC of a
multibit ADC modulator has been presented. Comparator
offset DEM was implemented to solve circuit challenges en-
countered in developing a high-performance modulator IC
prototype. The DEM technique provided a significant reduction
of offset-related spurious tones and enabled themodulator
to meet its aggressive SINAD and SFDR targets.

Analysis of comparator offset DEM for deterministic inputs
with i.i.d. dither shows the mechanism by which it attenuates
offset-related spurs and describes the conditions under which
offset-related spurs are completely whitened. The combination
of a random component on the flash ADC’s input and random
DEM switching creates regions on the quantizer’s transfer char-
acteristic where positive and negative quantizer errors occur
with equal probability, causing the static offset errors to appear
as white noise rather than spurious tones. Though the analysis
was developed in the context of comparator offsets, the result
can be applied without modification to any scheme where two
nonideal quantization thresholds are symmetrically modulated
around the ideal quantization threshold.

APPENDIX A

This Appendix presents definitions and theorems used in Ap-
pendix B to derive the main theoretical results of this paper.

Let thestatistical meanof a sequence be defined as

where denotes the statistical expectation operator. Let the
time averageof be defined as

Let thestatistical autocorrelationof be defined as

(13)

and let thetime averageautocorrelationof be defined as

(14)

Similarly, let thestatistical cross-correlationof and
be defined as

(15)

and let thetime average cross-correlationof and be
defined as

(16)

The time averagepower spectral density,referred to here as
the PSD, is defined as the Fourier transform of (14)

(17)

Theorem A1:Suppose that and are sequences of in-
dependent random variables. If is a sequence of mem-
oryless, deterministic functions, then is
a sequence of independent random variables.

Proof: Fix a positive integer , and for ,
choose real numbers and integer indexes , where
for . Let

for . Because and are independent
random sequences, the events

are independent for . Therefore

Theorem A2:Suppose and are sequences of
independent random variables. If and
are sequences of memoryless, deterministic functions,
then the random variables and

are independent for all
integers and for all integers .
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Proof: Fix an integer , a nonzero integer , and real
numbers and . Let

and

Because and are independent random sequences, the
events

are independent. Therefore

Theorem A3:Given , a sequence of independent random
variables, suppose there exists a positive real numbersuch
that for all . If exists, then

with probability 1.
Proof: Note that for all

Var

Thus

(18)

Given that is independent, the Kolmogorov criterion states
that (18) is sufficient for to obey the Strong law of large
numbers [9]

with probability 1. Because exists

with probability 1.
Lemma A: If is a sequence of independent random vari-

ables, then for all integers and for

is a sequence of independent random variables.
Proof: First consider . Because is independent,

is independent by Theorem A1. [Let
].
Now consider . Fix . Fix a posi-

tive integer , and for , choose real numbers

and integers , where for . To show that the
events

are independent for , it is sufficient to show that
the indexes are unique.

For , immediately implies
.

Now consider . Suppose for the sake of contradiction
that . This would imply

This is a contradiction because and are integers and
. Therefore, the independence of and the uniqueness of

the indexes imply

Theorem A4:Given , a sequence of independent random
variables, suppose there exists a positive real numbersuch
that for all . If exists, then

with probability 1.
Proof: To prove the result, the sequence

is decomposed into a finite collection of infinite, independent
random sequences that satisfy the Kolmogorov criterion and
therefore obey the Strong law of large numbers. Summing over
the finite collection completes the proof.

Fix an integer . Let . For each , define the
subsequence

By Lemma A, is an independent random sequence. Note
that

Thus, and

(19)

Given that for each, is an independent random sequence,
the Kolmogorov criterion states that (19) is sufficient to show
that obeys the Strong law of large numbers [9]

(20)
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with probability 1. Summing the infinite sums in (20)
gives

with probability 1. Because exists

with probability 1.

APPENDIX B

This Appendix presents the derivation of the main theoretical
results of this paper. An -level flash ADC, as shown in
Fig. 3, is considered. The ideal resistor ladder is driven with ref-
erence voltages and , and the ladder provides quan-
tization thresholds ref , ,
with a quantization step size . Each of the
1-bit ADCs within the flash ADC has an input offset error ,

.
Let be the total error intro-

duced by the flash ADC as a function of the input, where
is the error due to ideal ( 1)-level quantization, is
the error due to 1-bit ADC input offset errors, and
is the comparator offset DEM control signal. For the conven-
tional flash ADC, let , and for a flash ADC with com-
parator offset DEM, let be an i.i.d. sequence of random vari-
ables with .

Let denote the effective gain of the flash ADC.
Thus, the flash ADC output is given by

(21)

where

(22)

Let the flash ADC input be , where
is a deterministic input signal and is a dither signal. It
is assumed that and are bounded such that is
within the no-overload range of the quantizer. Let be an
i.i.d. sequence of random variables with and

for all . Let the characteristic function
of , , satisfy the following condition:

(23)

where

Provided that , the use of i.i.d. dither satisfying
(6)—e.g., uniform dither on 2 2 or triangular dither
on —implies that is an i.i.d. sequence of random

variables independent of and uniformly distributed on
2 2 [7], [8].

From (21), the autocorrelation of the flash ADC output is

(24)

Expanding into its component terms and expressing
the expectations as autocorrelations and cross-correlations give

(25)

Claims B1–B4 that follow derive expressions for each of the
terms on the right-hand side of (25).

Claim B1:

(26)

where

otherwise.

Proof: Expanding into its component terms
and noting that is deterministic gives

(27)

Because is i.i.d., .
Substituting this result into (27) completes the proof.

Claim B2:

(28)

Proof: Expanding into its component terms
and noting that is deterministic gives

(29)

The first term is zero because is independent of for all
and has zero mean. By letting and

in Theorem A2, it follows that and
are independent for . Noting that has zero mean
gives

(30)

By letting and , it
follows from Theorem A2 that and are inde-
pendent for and

(31)
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Substituting (30) and (31) into (29), expressing the expectations
as correlations, and combining the terms completes the
proof.

Claim B3:

(32)

Proof: Because , this
result follows from (28) by letting and
and by noting that when .

Claim B4:

(33)
Proof: Expanding into its component terms

gives

(34)

Because is i.i.d. and has zero mean, it follows that

(35)

Note that the index has been dropped in (35). By letting
and ,

it follows from Theorem A2 that and are
independent for and thus

(36)

Substituting (35) and (36) into (34), expressing the expectations
as correlations, and combining the terms completes the
proof.

Claim B5 uses the results of Claims B1–B5 to derive an ex-
pression for (25).

Claim B5:

(37)

where

(38)

(39)

and

(40)

Proof: The results of Claims 1 to 4—(26), (28), (32),
and (33)—are applied to the terms of (25). The terms are
combined to form . The terms dependent onand are

combined to form . The remaining terms other than
form .

In Claims B6–B12 that follow, it is shown that the time-av-
erage means and autocorrelations converge to their ensemble
values. As stated previously, it is assumed that and
are bounded to prevent the flash ADC from overloading. Specif-
ically, there exist real numbers and such that
and for all . By definition,

, , and .
Claim B6:

(41)

Proof: To show that satisfies the hypotheses of The-
orem A1, let

Theorem A1 implies is a sequence of independent random
variables. Because is bounded and independent, the claim
follows from Theorem A4.

Claim B7:

(42)

(43)

Proof: Consider (42) for a fixed value of , and note that
is a deterministic sequence. Define a new random sequence

. To show that satisfies the hy-
potheses of Theorem A1, let

Theorem A1 implies that is independent. Because and
are bounded, . By Theorem A3

Thus (42) holds. The equality in (43) follows by the same rea-
soning with .

Claim B8:

Proof: To show that satisfies the hypotheses of The-
orem A1, let

Theorem A1 implies that is independent. Because
is bounded, the claim follows from Theorem A4.

Claim B9:
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Proof: Define a new random sequence .
To show that satisfies the hypotheses of Theorem A1, let

Theorem A1 implies that is independent. Because and
are bounded, . By Theorem A3

Claim B10:

Proof: Define a new random sequence .
To show that satisfies the hypotheses of Theorem A1, let

Theorem A1 implies is independent. Because and
are bounded, . By Theorem A3

Claim B11:

Proof: As shown in Claim B8, is independent and
bounded. The claim then follows from Theorem A3.

Claim B12:

Proof: Define a new random sequence
. To show that satisfies the hypotheses of

Theorem A1, let

Theorem A1 implies is independent. Because and
are bounded, . By Theorem A3

Given the results of the preceding claims, the main theoretical
results of this paper can now be stated.

Claim B13: The autocorrelation of the flash ADC output is
given by

(44)

where

(45)

(46)

(47)

The PSD of the flash ADC output is given by

(48)

where

(49)

Proof: Taking time averages of (37)–(40), using the re-
sults of Claims B6–B12, and combining terms yields (44)–(47).
The PSD results in (48) and (49) follow from the definition in
(17) by taking the Fourier transform of each of the terms in (44).
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