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Digital Cancellation of D/A Converter Noise in
Pipelined A/D Converters

lan Galton

Abstract—Pipelined analog-to-digital converters (ADCs) tend to  pipelined ADC architecture example. A conventional version
be sensitive to component mismatches in their internal digital-to- of the example pipelined ADC architecture (i.e., without DNC)
analog converters (DACs). The component mismatches give rise toiS described in Section II, and the modifications required to

error, referred to as DAC noise, which is not attenuated or can- . . .
celled along the pipeline as are other types of noise. This paper apply the DNC technique to the architecture are described

describes an all-digital technique that significantly mitigates this N detail in Section Ill. An overview of the signal processing
problem. The technique continuously measures and cancels thetheory behind the DNC technique is presented in Section IV.
portion of the ADC error arising from DAC noise during normal  Simulation results indicating the convergence rate of the DNC

operation of the ADC, so no special calibration signal or auto-cal- measurement process are presented in Section V.
ibration phase is required. The details of the technique are de- '

scribed in the context of a nominal 14-bit pipelined ADC example
at both the signal processing and register transfer levels. Through [l. A CONVENTIONAL PIPELINED ADC EXAMPLE

this example, the paper demonstrates that in the presence of re- . . T :
alistic component matching limitations the technique can improve The conventional version of the example pipelined ADC ar

the overall ADC accuracy by several bits with only moderate dig- chitecture is shown in Fig. 1. It consists of four pipeline stages.
ital hardware complexity. The first three stages each incorporate a 17-level flash ADC and

a 17-level switched-capacitor DAC, and the fourth stage consists
I. INTRODUCTION pf a 33—Ievel flash ADC. The three 17-level ADCs are nominally
o ) .. identical; each consists of 16 voltage comparators that compare
U NLIKE other types of noise in a conventional pipelinede \oltage at the input of the ADC to a set of 16 reference
ADC, noise introduced by the first-stage DAC is N0{qages nominally ranging from-0.75 V to 0.75 V in steps

attenuated or cancelled along the pipeline, so it tends to be 18,00 mv. The corresponding AD{put no-overload range
dominant contributor of overall ADC error [1], [2]. In typical; ¢ ' the range of input values for which the quantization error

switched-capacitor implementations, most of the DAC Nnoisger exceeds half of the step-size~i6.85 V to 0.85 V. The
arises from static capacitor mismatches. With present VLg% jo\e| ADC is similar except that it consists of 32 comparators
circuit technology it is difficult to match capacitors to better, 4 its 32 reference voltages nominally range freMm775 V
than 0.1%. This translates into an A/D conversion limit of aboyt o 775 v/ in steps of 50 mV. The corresponding input no-over-
11 bits in pipelined ADC architectures without some form of, 54 range is-0.825 V to 0.825 V.
error_cancellahon. . . . ) The output of each 17-level ADC is the set of its 16 1-bit
This paper describes a technique for digital cancellation gfharator outputs, and that of the 33-level ADC is the set of
DAC noise arising from static analog errors such as capaciit 35 1 pjt comparator outputs. This type of digital encoding
mismatches. The technique is referred tAC noise cancel- s yeferred to athermometer encodingnd the digital value of
lation (DNC). It differs from most other cancellation schemeg,cy ADC output is interpreted as the number of its comparator
in that it measures and cancels the DAC noise Cont'”uou%JMtputs that are high.
d_uring normal o_pera_tion of the_ ADC;_ no special calibration The three 17-level DACs are each implemented using 16
s!gnal or autocalibration phase is required prior to A/D CONVeLyitched-capacitor 1-bit DACs that share a common summing
sion. Both the measurement and cancellation of DAC noise gf€4e |n each case, the 16 1-bit DACs are driven directly by the
performed entirely using digital logic, so no additional analogg ¢omparator outputs from the corresponding 17-level ADC.
circuits are required over those of a conventional pipelineghe nominal output voltage levels associated with each 1-bit
ADC. As demonstrated below, the digital complexity of theyac are 450 mv. Therefore, the output of each 17-level DAC
DNC processing is well within practical limits for typicalig nominally within 50 mV of the input to the corresponding
CMOS and BICMOS circuit technologies. _ _ADC provided the no-overload range of the ADC is not
Throughout the paper, the DNC architecture, simulatioQ -eeded.

results, and theory are presented in the context of a specifiGy e4ch stage except for the last, the difference between the

ADC input and DAC output is amplified by anterstage gairof
8. In the absence of ADC and DAC errors, the interstage gains
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Fig. 1. Functional diagram of the 14-bit four-stage pipelined ADC architecture example.

through last stages would be restricted to the rarge4 V to each subsequent stage. Furthermore, the pipelined ADC is virtu-
0.4 V. Therefore, the choice of 8 for the interstage gains ensuadly insensitive to error introduced by each of the 17-level ADCs
slightly more than a 100% margin for signalsaieerrange(i.e., provided the error is not so large that the overrange margin of
exceed their ideal ranges) as a result of nonideal analog ciradhi¢ next stage is exceeded. The reason is that in each case the
behavior without overloading the ADCs. signal from the ADC is converted back to analog, sign inverted,
Prior to arithmetic processing, the output of each ADC ie-digitized by the subsequent stages of the pipeline, and added
converted from thermometer encoded data to two's-complemanthe signal directly from the ADC, thereby cancelling the error.
binary encoded data. After the conversion, the digital signalsTo illustrate these concepts, three sets of simulation results
from the ADCs are scaled and added as shown in Fig. 1. It care shown in Fig. 2. Fig. 2(a) shows the power spectral density
be verified that in the absence of nonideal circuit behavior tiESD) of the output sequence from the pipelined ADC of Fig. 1
pipelined ADC of Fig. 1 performs uniform quantization withimplemented with ideal components. The ADC output was nor-
slightly more than 14 bits of precision. For example, if the inpuhalized to have unity gain prior to estimating the PSD which is
to the pipelined ADC increases from0.8 V to 0.8 V (this shown in units of dBV. The input signal was a nearly full-scale
range is slightly less than the full input no-overload range of tlenusoid plus a white dither sequence uniformly distributed over
pipelined ADC which is equal to that of the first 17-level ADCthe nominal LSB of the pipelined ADC (i.eL,6 - 271* V). The
—0.85 V to0 0.85 V), the output increases fren8192 to 8192. purpose of the dither was to allow precise calculation of the
Consequently, the least significant bit (LSB) of the pipelinedverall ADC quantization noise power. As would be expected
ADC output corresponds to an input valuelof - 2714 V. from an ideal uniform quantizer, only the desired signal plus
In practice, every analog component in the pipelined AD@hite noise is evident in the PSD (the dither has been subtracted
will exhibit nonideal circuit behavior that will tend to degraddrom the PSD in the figure so the white noise corresponds en-
the overall conversion performance to less than 14 bits. Hotirely to quantization noise). The noise floor4€1 dBV and
ever, the sensitivity of the pipelined ADC to nonideal circuithis corresponds to 14.1 bits of precision as expected.
behavior of a given component is a function of where the com-The PSD shown in Fig. 2(b) corresponds to the same input
ponent resides in the pipeline. It follows from Fig. 1 that in theignal and pipelined ADC architecture except that various
first stage the gain between either input node of the analog di¢alistic levels of nonideal circuit behavior were included.
ferencer and the overall pipelined ADC output is 1024bw- Mismatches in the 17-level DACs were modeled by selecting
ever, the corresponding gains in the subsequent two stagestheetwo output voltages corresponding to each 1-bit DAC
1280, and 160, respectively, and the gain from the input to outpuith random errors of 0.3% standard deviation. The reference
of the last stage is 20. Hence, the pipelined ADC performanegeltages for each ADC were generated by a simulated resistor
tends to be most sensitive to nonideal circuit behavior in the filgidder wherein each resistor was chosen with a random error
stage and the sensitivity decreases by a factor of 8 (18 dB)adh 0.3% standard deviation, and the offset voltage of each

_ _ _ _ comparator in the ADC was chosen randomly with a standard
1with the LSB of each flash ADC interpreted as unity, the gain of the ADC

is the inverse of its quantization step-size. Thus, the gain of each 17-level AB€Viation of 10 mV. The Interstage gains were chosen with a
is 10 and that of the 33-level ADC is 20. random error of 0.3% standard deviation. In all cases, the errors
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Fig.2. Power spectral density plots of the output of the pipelined ADC simulated with (a) ideal components, (b) nonideal components, and (@ mpudeats
but with ideal post-ADC removal of the error components arising from the DAC noise introduced in the first two stages of the pipeline.

were chosen with a Gaussian distribution. As is evident froin the previous section in that each containdigital encoder
the numerous spurious tones and increased noise floor, thiésst randomly permutes the connections between the 16 ther-
relatively small circuit nonidealities give rise to a dramatimometer encoded input bits and the 16 switched-capacitor 1-bit
reduction in performance. Integrating the PSD in the absenbACs. Second, two blocks, label&NC logicin Fig. 3, have
of the signal indicates a precision equivalent to 10.4 bits,keen included that each generate estimates of the error compo-
reduction of 3.7 bits below the ideal performance level. nent in the ADC output arising from the noise introduced by
The PSD shown in Fig. 2(c) was obtained by performing thbe associated DEM DAC. These estimated error sequences are
same simulation that resulted in Fig. 2(b), except subtractisgbtracted from what would otherwise be the output sequence
from the output of the pipelined ADC the error arising fronin a conventional pipelined ADC.
DAC noise introduced by the 17-level DACs in the first two As explained in detail in the next section, aside from gain
stages. A reduction in the power of the spurious tones and noésal offset errors, the DAC noise introduced by each DEM DAC
floor is evident. In this case, integrating the PSD in the absenoensists of a sum of 15 terms. Each term is the product of a con-
of the signal indicates a precision equivalent to 13.5 bits. Thétant and a unique modulation sequence. The constant depends
result indicates that, as expected, most of the pipelined ARy upon the 1-bit DAC errors. The modulation sequence is re-
error visible in the PSD of Fig. 2(b) is caused by the DAC noisricted to the values 1, 0, and 1, and its sign varies randomly
introduced by the 17-level DACs in the first two stages. It casuch that it is uncorrelated with the other modulation sequences
be verified that most of the remaining 0.6 bits of performanand with the pipelined ADC input signal. The modulation se-
degradation relative to the ideal component case arises from tluences associated with each DEM DAC are generated explic-
interstage gain error between the first and second stages ofitheby the digital encoder, and are made available to the corre-
pipeline. sponding DNC logic block as digital signals.

Each DNC logic block performs two functions: 1) it estimates
the 15 constants associated with the DAC noise from the cor-
responding DEM DAC and 2) it generates an estimate of the

As demonstrated by the simulation results presented in thAC noise by combining the 15 estimated constants and the
previous section, a significant performance improvement can bg known modulation sequences. Each constant is estimated
obtained by digitally removing from the pipelined ADC outpuby multiplying the combined digital outputs of the appropriate
the error components resulting from the noise introduced by thipeline stages by the corresponding modulation sequence and
17-level DACs in the first two pipeline stages. In the simulaaveraging the nonzero components of the resulting sequence. As
tion software used to generate Fig. 2(c), this was done direcsliyown in the next section, the average converges to the desired
using a priori knowledge of the specific 1-bit DAC errors, whiclktonstant because the modulation sequence is uncorrelated to all
would not be practical in an actual pipelined ADC. Howevehut the term containing the constant.
the DNC technique achieves almost the same effect except imhe high-level topology of each DEM DAC is shown in
a practical fashion without requiring a priori knowledge of th&ig. 4. The digital encoder is comprised of the tree structure of
1-bit DAC errors. The modifications to the pipelined ADC ofl5 digital blocks labeled}. .- in the figure wheré: = 1,---,4
Fig. 1 that are necessary to apply the DNC technique to the fiestd~ = 1,---,8. These blocks are referred to awitching
two pipeline stages are presented in this section. blocks The implementation details of th& ; switching block

The modified pipelined ADC with DNC applied to the firstare shown in Fig. 5 as an example of the general switching
two pipeline stages is shown in Fig. 3. It differs from the corblock architecture. As indicated in the figure, each pair of
ventional version in two respects. First, the 17-level DACs imput bits is passed throughsavapper cellthat either passes
the first two stages have been replaced by modified DACs e bits straight through to the output or interchanges their
ferred to aslynamic element matchitPEM) DACs. The DEM order depending upon whether the random contrajifn] is
DACs differ from the thermometer encoded DACs describddgh or low [3]-[5]. All the swapper cells in a given switching

I1l. A PPLICATION OFDNC TO THE PIPELINED ADC EXAMPLE
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Fig. 3. Functional diagram of the example pipelined ADC with DNC applied to the first two stages.

block share the same random control bit, so the effect of edtie 15 parity bits{os [}, described above. The other bus
switching block is to pass all the even numbered input bits tepresents a value referred to asdigatized residuef the first
the top output and all the odd numbered input bits to the bottastage. Similarly, the DNC logic block associated with the second
output, or vice versa, depending upon whether the randatage has as its inputs a bus consisting of the 15 random bits and
control bit is high or low. Each switching block;, ,., contains 15 parity bits from the DEM DAC in the second stage, and a
logic that sets the parity bity, ,-[»], high if there are an odd bus representing the digitized residue of the second stage. It can
number of input bits to the switching block that are high, anide verified from the details of Fig. 3 that the bus representing
sets it low otherwise. The 15 parity bits and 15 random contrible digitized residue of the first stage is 12 bits wide, and that
bits associated with each DEM DAC are used by the DNC logiepresenting the digitized residue of the second stage is 9 bits
in estimating the error arising from the DAC noise as describedde.
shortly. The details of the DNC logic block associated with the first
The switching blocks are all-digital devices, so they could kstage of the pipeline are shown in Figs. 7 and 8. As indicated in
implemented using digital logic gates. However, in high-speédg. 7, a 10-bit random number is added to the digitized residue,
pipelined ADCs, the resulting propagation delay through thend the result is requantized to a three-level sequence according
DAC might be unacceptably large. In such cases, a better

approach is to use transmission gates for the switches in the 1 if s[n] > 512
swapper cells. Each transmission gate can be implemented q[n] = _’1 if s[n] 2 _5192
using a pair of MOS transistors as shown in Fig. 6. The benefit 0 ’ otherwise

of using transmission gates over conventional logic gates for

the swapper cell switches is that they can be configured (i.eheres[n] andg[n] are the input and output, respectively, of

each switch can be turned off or on) at a point in each clotke requantizer. Thus, the quantizer acts as an ideal unity-gain

cycle prior to the time at which the data is available from thmid-tread quantizer followed by a scale factor2of°.

flash ADCs. In this case conventional gate delays are avoidedThe remainder of the DNC logic consists of 15 parattehn-

and the delay through the digital encoder is determined mainiglsthat all operate on the three level signal from the requan-

by the RC time constants resulting from the on-resistance aiimer. The outputs of the channels are added together to generate

stray capacitances associated with each switch. Conventiotha estimate of the error arising from the noise introduced by the

digital combinational logic can be used to implement thiérst-stage DEM DAC.

even/odd detection logic in each switching block becauseEach channel corresponds to one of the switching blocks in

propagation delay is not an issue for the parity bits. the first-stage DEM DAC. As shown in the figure, the three-level
As indicated in Fig. 3, the DNC logic block associated witinput to each channel is first effectively multiplied by 1, 0, or

the first stage has two input buses: one from the DEM DAE1 depending upon the states of the random bit and the parity

in the first stage, and one from the combined digital outpubst from the corresponding switching block of the DEM DAC.

of the three stages following the first stage. The data bus frobhe resulting sequence is operated on by the block latzled

the DEM DAC consists of the 15 random bitsy ..[»]}, and eragerin Fig. 7, and the output of the averager is subjected to
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Fig. 4. Topology of the 17-level DEM DAC used in each of the first two stages of the pipelined ADC.

s, : “» the next225 samples have been accumulated. Thé° scale
B /—}P< factor imposed by the requantizer in combination withzhé®
[T_— N —— scale factor imposed by the averager results in a combined scale
N >j‘:>< factor of272%. Thus, a true average of each se2df data sam-
§ | ples is ultimately performed by each channel.
T A hardware-efficient implementation of each averager in

value. The 18-bit up/down counter performs the accumulation,

3< Fig. 7 is shown in Fig. 8. The three-level input sequence, la-
‘ beledv;, .[n] in the figure, is interpreted as a two's complement
Even/Odd

4 and the 25-bit up-counter determines when each complete set

Detection } g -
Logic | of 22> samples has been accumulated.
‘ 9500 The above discussion, and the details of Figs. 7 and 8 apply
23107 to the DNC logic associated with the first stage of the pipeline.
Fig. 5. Implementation details of th&; ; switching block as an example of _Th_e DN_C logic associated with the second stag(_e of the_ pipeline
the general switching block structure. is identical except that most of the bus and register widths are

smaller. Specifically, the digitized residue bus width is 9 bits, the
the same 1, 0, o1 multiplication as applied to the sequencegandom number bus width is 7 bits, the up-down counter width
at the input to the channel. The averager samples its input Be15 bits, and the up-counter width is 20 bits.
quence each time the parity bjt . [»] is high, and adds the value  Fig. 9(a) shows a PSD plot of the output of the pipelined ADC
to that of an internal accumulator. Each ti2f@ such samples simulated with the DNC technique as depicted in Figs. 3-8. The
have been accumulated, the averager updates its output regisitaulated circuit errors and input signal were the same as those
with the accumulated value divided BY (i.e., right-shifted by used to obtain the results shown in Fig. 2. For comparison pur-
15-bit positions) and truncated to the five most significant bifgoses, Fig. 2(b) and (c) are duplicated as Fig. 9(b) and (c), re-
(MSBs). Itthen clears the accumulator and begins the accumudpectively; Fig. 9(b) shows results corresponding to Fig. 9(a)
tion process again; the output register is not updated again ueiitept without DNC, and Fig. 9(c) shows the effect of ideally
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Fig. 7. Implementation details of the DNC logic for the first pipeline stage. Each of the 15 “channels” corresponds to one of the switching bloBE\f the
DAC.
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Fig. 8. Implementation details of the DNC averager for the first pipeline stage.

removing the error components associated with the DAC noigmvement of 2.9 bits relative to the case without DNC. The 13.5
introduced in the first two pipeline stages. The A/D conversidrits of A/D conversion precision achieved by ideally removing

precision associated with the results of Fig. 9(a) is 13.3 bitse error sequences arising from DAC noise introduced in the
whereas those of Figs. 9(b) and (c) are 10.4 bits and 13.5 bfisst two pipeline stages represents the limit of the performance
respectively. Thus, the DNC technique resulted in an overall inmprovement that could be achieved by the DNC technique for
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Fig. 9. Power spectral density plots of the output of the pipelined ADC simulated: (a) with the proposed DNC technique applied to the first twdlstages of
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the input signal and circuit errors simulated. As explained in th,,
next section, allowing the averagers in the DNC logic to averag '
a larger number of samples causes the A/D conversion precisi
of the ADC with DNC to more closely approach this limit.

The simulation results shown in Fig. 9 correspond to a full 17 level
scale input sinusoid. Smaller amplitude input signals tend to ADC
sult in faster convergence and smaller spurious components ¢
this translates into a lower noise floor in the ADC output. Nu
merous simulations have been performed with various input si
nals and random errors. On average, the DNC technique imp
mented as described above results in a performance impro Pre-DNC
ment of approximately 2.7 bits relative to the same pipeline ,; (APC O“tP“‘w/:
ADC without DNC.

Fig. 10. The pipelined ADC with the last three stages represented by a single

IV. OVERVIEW OF THEDNC SGNAL PROCESSINGTHEORY ~ ADC denoted assDC_,.

[n]

This section describes the DNC technique from a signal pro-
cessing point of view in the context of the pipelined ADC preespectively, where, ., [n] is the quantization noise from
sented in the previous section. The signal processing detaildh last three stages of the overall pipelined ADC, ang, [n]
the DNC technique as applied to the first and second stagedsothe quantization noise from the 17-level ADC in the first
the pipelined ADC are almost identical, so only the first-stagéage? Therefore, in the absence of nonideal circuit behavior,
DNC is considered in this section. the output of the overall pipelined ADC would be the sum of
The last three stages of the pipelined ADC digitize the analéy) and (2), which reduces to
residue from the first stage of the pipeline, and therefore they
can be viewed as an ADC in their own right. This is depicted y[n)|ideal = = -
in Fig. 10 wherein the pipelined ADC is shown with the second 1.6
through fourth stages represented by an equivalent ADC, 4gro|lows from the presentation in Section Il that this is a 14-bit
_noted asADC,_4. As descnbeq in the previous SeCt'On’_W'tnepresentation of the input signad [n].
ideal components the overall pipelined ADC has a quantization| the presence of nonideal circuit behavior, the situation
step-size ofL.6 - 27* V, and a first interstage gain of eight.is more complicated. To quantify this statement, consider
Therefor_e,the A/D conversion performed _bythe Iast.three stggﬁg pipelined ADC with the following types of nonideal
of the pipeline has a nominal quantization step-size of eigf§mponent behavior: 1) interstage amplifier gain errors; 2)
times that of the overall pipelined ADC, namely6 - 27 V. grrors in the output levels of the 1-bit DACs; and 3) errors
In the absence of nonideal circuit behavior, it follows that thg he quantization threshold levels of the flash ADCs. In
digitized residue of the first stage and the scaled digital outpyikitched-capacitor circuits, these errors arise largely from
of the first stage can be written as capacitor ratio mismatches, so it is reasonable to assume that
they are nearly invariant over time.

14
Vin[n] + e, , [7)-

7’1[n]|idea1 = Capcy,_y [n] —2'0. Capo, [n] (1)
2Recall from Section Il that the LSB of each A/D conversion is interpreted
and as unity which implies that the gain of the A/D conversion process is equal to
the inverse of the quantization step-size. A consequence of this normalization is
thate, ., [2]ande, .  [r]are both bounded in magnitude by 0.5 (half an
ADC, [”] (2) LSB). By similar reasoning, the gain of each DAC is equal to the DAC step-size.

14

Y1 [ﬂ] |idea1 =

. . 10-
1 Vmll+27c
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Fig. 11. The signal processing operations performed by each switching block (implemented as shown in Fig. 5).

For multi-bit DACs consisting of several 1-bit DACs, as con- From (5) and (6), it is evident that both the DAC noise,
sidered in this paper, errors in the 1-bit DACs give rise to a gain,, [2], and DAC gain errorg,,,, , arising from the 1-bit
error and a signal-dependent DAC noise component. Thus, t&C errors in the first-stage DAC affect the pre-DNC pipelined
analog output sequence, say[n|, of any such DAC can be ADC output, y[n]. Specifically, »1[n], and thereforey|r],
written in terms of its digital input sequence, saynr], as contains a term proportional to the first-stage DAC noise, and

o two terms corresponding to the first-stage DAC gain error. One
Zalr] = Apac (14 Ensc) - @aln] + epacln] 3) of the terms corresponding to the first-stage DAC gain error is
where A, is the nominal step-size of the DAE,,,, is @ a scaled version of the pipelined ADC input sigrig},[»], and
constanDAC gain errorande,, . [7] is the DAC noise. In the the other term is a scaled version of the first-stage ADC error,
absence of 1-bit DAC errors,, . ande,,,[»] would both be ¢, [x]. The term proportional t&%,[r] only causes a slight
Zero. gain error through the pipelined ADC, so typically it is not a

Similarly, the digital output sequengg[n] of any ADC can problem. The term proportional te,,,. [n] represents error

be written in terms of its analog input sequenge], as identical in structure and similar in magnitude to that caused
1 by the first interstage gain error;. Simulations indicate that
yaln] = (1+€ane) - Yaln] + eapo ] ) the effect of the first-stage DAC noise is far more significant

AADG . .
whereA . is the nominal step-size of the ADE, ., is than that of the first-stage DAC gain error. For example, the

a _ . . L
constanfADC gain errot ande, .. [1] is the ADC noise. In the first-stage DAQ gain error was not corrected in o_bta!mng the
absence of nonideal circuit behaviegm would be zero, and results shown in Figs. 2 and 9. Therefore, the objective of the

¢.....[n] would be uniform quantization noise. However, errordSt-stage DNC logic is to estimate- c,,,, [1] SO that it may

in the quantization threshold levels cause the ADC gain error§ removed from the outpu_t of the pipelined ADC_' _
be nonzero, and cause, . [1] to represent nonuniform quanti- The DEM DACs are designed to modulate their DAC noise

zation noise. sequences in a fashion that facilitates estimation by the DNC

Itis straightforward to derive expressions fafn] andy,[n] °9i€ Of they - ¢y, [n] terminz, [n]. Interpreting the input to

in the system of Fig. 10 with the DAC and ADCs modeled using2¢h Switching block of the DEM DACs as a thermometer en-
cpded sequence (e.g., see Fig. 5), it is straightforward to verify

(3) and (4), respectively, and with the first interstage gain s o _ :
t08 - (1 + 1), wheree, represents the interstage gain erroF.hat the switching block performs the signal processing opera-

With respect to the DNC logie; [] is the sequence of interesttions shovx_/n in Fig. 11. Thus, the outputs of the switching block
because 1-bit DAC errors in the first-stage DAC give rise to err6R1 D€ written as

DAC

in r1[n] but have no effect o, [»]. The expression for, [n] is Th_12r1[n] = %(xkﬂ,[n] + spr[n])
riln] = 71 [l ident = 7 - €nacs 0] + 0[] ®)  ang
wherey is a constantz,, . [7] is the DAC noise introduced by 1 B @
the 17-level DAC in the first pipeline stage, ania] is a function -120[n] = 2 (0] = sirln])
that does not depend upep, . [»]. Specifically where
ol4 1, if opr[n]=1 and qp,[n]=1

=316 (1 + EADC"2—4) “(I+e) sprln] =< —1, ?f opr[n]=1 and g,[n]=0 (8)
wheree, ., , is gain error of the A/D conversion performed 0, if og,[n] = 0.
by the last three pipeline stages, and As shown in [6], the DAC noise introduced by DACs of the
vn] = [210 —1.6-27% .y (1 + EDAGI)] 'GADGI[”] form shown in Fig. 4 with switching blocks that behave ac-

cording to (7) has the form

-7 (EADC‘,1 + EDAC‘,] + EADG] EDAC‘,]) Vm[n] (6) 4 ok
wheree ., ande, . arethe gain errors of the first-stage ADC e [n]l= A rserln] + 3 9)
and DAC, respectively. el kz_;l ; ool
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whereA, ,. for k = 1,---,4andr = 1,---,8 and3 depend dependent o¥;,[n] and are each restricted to the set of values
only on the errors introduced by the 1-bit DACs. If the errors ifi—1, 0, 1}. For the time being, suppose further that the average
the two output levels of each 1-bit DAC do not change as a fungewer of eacts,, ,.[n] sequence is nonzero, so that

tion of time, as assumed in this paper, thendg. and/ are all No1

constants. Thg term in (9) generally is not a problem because p

it contributes only a constant offset to the overall pipelined ADC Z [sworlno +éf = o0 (11)
output, but thel ,. constants are modulated and therefore de- o

grade the signal-to-noise-ratio (SNR) of the pre-DNC pipelinétfY — oc- These properties imply

=0

ADC output,y[n]. o Average {sg [n] - sp[n]}[V]
Without the randomization introduced by thg ,.[n] se- sk [n]20

quences, the DAC noise would introduce harmonic distortion, 1, ifk=kK and 7=+

and would thus limit the spurious-free-dynamic-range (SFDR) - {07 otherwise

of the pipelined ADC. For example, with all thg, ,.[r] se- ) .

quences held low, the DEM DAC is equivalent to a thermometaf &V — oo by virtue of the Law of Large Numbers. By sim-

encoded DAC, yet (8) and (9) remain valid. In this case, ijiar reasoning, for any sequenggn| that is uncorrelated with

follows from (8) that thes; .[n] sequences are deterministicsx.~[7]

functions ofVi,[n]. The sz .[n] sequences modulate ti¥, ,.

constants, so the DAC noise from a thermometer encoded DAC

is a complicated, yet deterministic, function Bf,[n], i.e., it

represents pure harmonic distortion. asN — oo.
In contrast, if theg; .[n] sequences well approximate inde- As is evident from (1), (5), (6), and (9), for a givénand

pendent, zero-mean, white random sequences restricted tosthiee only terms inr [n] that are not completely uncorrelated

values 0 and 1, as tacitly assumed in Section Il and throughauith s;, ,.[n] are —y - Ay . ande,,,.  [n]. Sincee,, . [n]

the remainder of the paper, it can be verified from (8) and (9as a slight dependence on the first stage DAC noise, it is likely

that the DAC noise is white and uncorrelated wifhn]. Even to have some nonzero correlation with .[n]. However, the

without DNC, animmediate benefit of this resultis thatthe DAG, .. [»] term has a very small variance, and simulations in-

noise does not contribute harmonic distortionyfe], so the dicate thatiits correlation te. ..[»] is negligible compared to the

DEM DACs do not limit the SFDR of the pipelined ADC. 14-bit noise floor of the overall pipelined ADC. Therefore, to a
The randomness properties of te,[n] sequences also fa-very good approximation

cilitate the estimation by the DNC logic of the DAC noise from

r1[n] and thesy, ,.[n] sequences. It follows from thg. ,.[n] se- dier[N] = =7 - A (12)

quence properties and (8) that the,[n] sequences are white

zero-mean, uncorrelated with each other and Wigtin], and 1 gerivation leading to (12) relies upon (11), but there

only assume values from.the qetl,0, 1}.Thgrefore, itfollows  yist input sequences;.[n], for which (11) does not hold for
from (9) that the DAC noise has a form similar to the sum of 13, \.ajues o andr. For example, ifVi,[n] were such that

direct-sequence spread-spectrum signals wherein each Consfﬁgtoutput of the first-stage ADC is always an even number,

Ay, is one of the 15 “message signals” and the correspondipg, 1[n] = 0 for all n so (11) would not hold fok = 4

sk,r[n] is the “spreading code.” Thus, from (5) it follows that,y,. "1 However, whenever (11) does not hold the corre-
r1[n] can be viewed as the 15 spread-spectrum signals scalgdjings, , [»] term has zero average power. Therefore, the
by —~ plus uncorrelated “interference signals.” The DNC Iog'Eorresponding—fy . Ax» need not be estimated by the DNC

operates in a fashion similar to a spread-spectrum receiver 0jg8ic nhecause the associated 1-bit DAC errors do not contribute
timate each-+- A, . constant and uses the estimated consta%erage power to the DAC noise.

to construct an estimate efy - ¢, [n].

To estimate each-v - A, - constant, the DNC logic aver-
ages the product of the corresponding.[n] sequence and the
digitized residue of the first stage;[n], over a large number 4 20t
of sample timesy, for which |s;..[n]| = 1. Such an average ] =" dipsreln]: (13)
taken overN time samples starting from an arbitrary sample k=1 r=1
timen = ng can be written as Consequently, subtractingn] from the pre-DNC pipelined

Ei\:olﬁ [no + 4] - sw.rno + 4] ADC output cancels most of the error arising from DAC
dy.,»[N] = EN—l 5.0 [0 :i-i” . (10)  noise introduced by the first stage DEM DAC. The accuracy
=0 5T

o . . with which the error is cancelled depends on accuracy with
For brevity in the sequel, the following shorthand notation Rhich eachd, 1

used for this type of averaging operation:

Average {f[n] - sx »[n]}[N] =0
Sk,r[n]F#0

'‘asN — oo.

It follows that for sufficiently large values d¥, —v-¢
is approximately equal to the sequence given by

DACH [n]

N] converges to—y - A, whenever the
correspondings;. ,.[n] satisfies (11). In each case, this depends
dy, »[N] = Average {ri[n] - sp»[n]}[V]. upon the number of sample&/, for which s, .[n] # 0 in the
sk, r[n] 70 set of sample timeag,ng + 1,---,n9 + N — 1. For eachk
As described above, thg, ,.[n] sequences are well approxi-and », convergence is only required when (11) holds, and in
mated as independent, white, zero-mean sequences that aréhiese cased/ — oo asN — oo.
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Sqalnl o4 n] 5y ,0n] given by (14). The output of the averager is preset to zero, and
+ is not updated until the first/ samples for whiclisy, ,.[n]| = 1

z Averager have occurred. Once tid samples have occurred, the averager
updates its output register with the calculated valug;,of{ V]
and begins averaging the next set of input values. Thus, the ac-
tual number of samplegy, in each set over which the averager
calculatesd;, .[N] is a function of thes; ,.[n] sequence. The
reason for this design choice is thaf is the value that deter-
mines the accuracy with whicf), ,.[N] approximates-y - Ay ,.
as described above.

Once the first set o], ,.[V] values have been calculated for
all & andr, the DNC logic estimates the DAC noise to an ac-
curacy that is independent &f, [»] provided the 1-bit DAC er-

spglnl  0,5ln] 5, 4ln] rors and the interstage gain errors do not change rapidly over
time. In typical applications of CMOS switched-capacitor based
Q Averager O— ) Error pipelined ADCs, it is reasonable to assume that the 1-bit DAC
Estimate

errors and interstage gain errors do not change significantly over
Fig. 12. The ideal signal processing operations performed by the DNC logleeriods of time that are long compared to the period of the
lowest signal frequency of interest. However, slow variations

A block diagram that implements the signal processing opef@f-these component errors may occur in response to environ-
tions described above is shown in Fig. 12. The first se,qfn] mental factors such as changes in temperature. To adjust to such
multipliers together with the averagers calculatedpg[N] es- Vvariations, the DNC logic continuously calculates néw.[V]
timates, and the second setsgf,.[n] multipliers and the adders values during the normal operation of the pipelined ADC. Nev-
calculatec[n]. At the startuptime,» = »’, no samples of,[n] ertheless, the DNC logic reaches its full level of accuracy once
have been averaged, 80= 0, andd, ,.[0] = 0. At each sample the first set ofdy, ,.[IV] values have been calculated for/atnd
time,n > n’, dy .[N] is calculated using (10) withy = »’ and 7; at this point, the DNC logic continues to operate simply to
N =n — /. Thus ideal DAC noise cancellation is achieved ifnaintain this level of accuracy.
the limit asn — oc.

A key difference between the signal processing performed by
the DNC logic described in the previous section and that shown
in Fig. 12 is that the DNC logic perfornditheredrequantiza-  Simulation results that show the post-DNC pipelined ADC
tion of the digitized residue in order to simplify the averageatoise floor (i.e., the total mean-squared error of the pipelined
hardware. The 10-bit random sequence added to the digitiz&OC output after DAC noise cancellation) as a functionidf
residue is used asdither sequencér], [8]. To the extent that for different choices oV, [n] are shown in Fig. 13. The same
it well approximates a white random sequence that is uniforméet of 1-bit DAC errors, interstage gain errors, and flash ADC
distributed over its 1024 possible values and is independentedfors as used in the simulations described in Sections Il and
r1[n], it can be shown that the output of the three-level quantiziF were used for all the simulations associated with Fig. 13.
in the first stage DNC logic is given by, [n] = r1[n] + u[n], Each graph in Fig. 13 shows results corresponding to a sinu-
whereu[n] is a white random sequence that is uncorrelated wigvidal Vi, [»] with a unique amplitude and frequency combina-
r1[n]. The DNC logic presented in Section Il calculates eadfon as labeled on the graph. The labeled valuedfotorre-
dy.,»[IN] using spond to the first-stage DNC logic and range frati to 227,

SN g +4] - sefno + ] In each simulation run, the value 6f used in the second-stage
dy, o [N] = ==0 21— L ) (14) DNC logic was 32 times smaller than that of the first stage. The
Yimo |8kelno +1| different solid curves in each graph correspond to different ini-
instead of (10). Since[n] is uncorrelated with, [n], and there- tial conditions of the random number generators internal to the
fore with eachs;, ,.[»], it follows from the arguments above thatpipelined ADC; otherwise the simulations used to generate the
thed,. ,.[/V] sequences given by (14) converge to the same valursves were identical. The dashed line in each graph indicates
as those given by (10). However, the convergence rate is sorte result of ideally removing from the pipelined ADC output
what slower because thdn] sequence gives rise to a term irthe contribution from the DAC noise sequences introduced by
(14) that converges to zero at a finite rate and this term is rtbe first-stage and second-stage DEM DACs. Thus, the dashed
present in (10). line indicates the ideal performance that could be expected from

The only other difference between the signal processing pére DNC technique in the limit a&/ — oo.
formed by the DNC logic described in the previous section andAs expected, the simulation results indicate the accuracy of
that shown in Fig. 12 is that the DNC logic does not calculatee DNC technique approaches that of ideal DAC noise cancel-
the d. ..[IN] values for ever-increasing values B, so perfect lation asiM increases. The results indicate that increasifg
convergence does not occur. Instead, in every contiguous sealbbve2?® has a diminishing effect on the post-DNC pipelined
sample-times during whichs .[n]| = 1 exactlyM = 22> ADC noise floor. It follows from the theory presented in the
times, the corresponding DNC averager calculalgs[N] as previous section that for such large valuesiéfthe post-DNC

Digitized
Residue

sg vl 03,n]

Averager
S35 [n]

03,[n]

Averager

V. CONVERGENCESIMULATIONS
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Fig. 13. The post-DNC pipelined ADC noise floor as a function\éffor various sinusoidaV:, [n] and various initial states of the random number generators

associated with the DEM DACs and DNC logic.
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Fig. 14. The number of samples required to calculate all of the nonze

dy. -[N] values in the computer simulations associated with Fig. 13.

M for all the simulation runs associated with Fig. 13. The solid
line in the figure corresponds to all of the simulation runs for
which V;,,[n] had an amplitude of 0.849 V, and the dashed line
corresponds to all of the simulation runs for whiéh[»] had an
amplitude of 0.009 25 V (the slight differences among the sets
of data generated by these simulation runs are not visible given
the large scale of the plot). The simulation results suggest that
the number of time samples required to calculate the necessary
d. »[IN] values increases linearly with/ with a slope that de-
pends on the amplitude &, [n].

For the two sets of simulation runs in whigh,[»] had an am-
plitude of 0.009 25 V, the, ..[n] sequences for certain values
of k andr in the first-stage DAC of the pipelined ADC were
always zero, so the corresponding DNC averager outputs re-
mained fixed at zero. For these valueskoandr, Vi,[n] was
such that (11) was not satisfied, so, as described above, it is rea-
onable to consider the DNC logic to have fully converged once
all the nonzeraly, ,.[n] values are calculated. Of course, if after
this time periodvi,, [n] were to change such that (11) is satisfied

pipelined ADC noise floor is dominated by the effects of théor additional values ok andr, then the corresponding, ,-[n]

various gain errors.

values would be calculated by the DNC logic and the total con-

Fig. 14 shows the number of time samples required to caflergence would time would be greater than that indicated by the
culate the first set of nonzerd, ,.[N] values as a function of dashed line in Fig. 14.
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The simulation results shown in Figs. 13 and 14 are repre-2]
sentative of the types of convergence behavior exhibited by the
pipelined ADC with DNC presented in Section lll. In general, 3]
the DNC convergence is a strong function of the input ampli-
tude and offset, and tends to be a weaker function of the how?!
rapidly the input signal varies. [5]

VI. CONCLUSION (6]

Switched-capacitor based pipelined ADCs tend to be highly
sensitive to noise arising from component mismatches in their”!
internal DACs. An all-digital technique, referred to as DNC, that
continuously measures and cancels the A/D conversion errofgl
caused by such DAC noise has been presented. The details of
the DNC approach have been described in the context of a par-
ticular pipelined ADC topology, although the approach is gen-
erally applicable to pipelined ADCs with multi-bit DACs. The
ideal A/D conversion precision of the example pipelined ADC
is 14.1 bits, but with realistic component matching and without
the DNC technique, its typical simulated A/D conversion pre-
cision is 10.4 bits. With the DNC technique, its typical SimUggs
lated A/D conversion precision increases to 13.3 bits. The ha/"
ware required to implement the DNC technique in the examg
pipelined ADC has been presented at both the signal process
level and the register-transfer-level. The associated digital ha
ware complexity has been shown to be modest by modern VL
standards.
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