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An Analysis of the Partial Randomization
Dynamic Element Matching Technique

Henrik T. JensenMember, IEEEand lan GaltonMember, IEEE

Abstract—Partial randomization dynamic element matching output errors and a component caused bydjxeamicpart of
(DEM) was recently introduced as a promising DEM technique  the analog output errors. To the extent that the latter component
for low harmonic distortion digital-to-analog conversion. The is below—or can be attenuated to—the maximum allowable

DEM technique is well suited for applications such as direct | | of h ic distorti f . DAC licati
digital synthesis in wireless communication systems for which evel of harmonic distortion for a given appflication,

low hardware complexity is essential in addition to low harmonic @ good “engineering solution” to mitigate the effects of the
distortion. Previously reported simulation results demonstrate static analog output errors is to merely attenuate the resulting

that partial randomization DEM greatly attenuates harmonic harmonic distortion to the maximum level that can be tolerated.
distortion resulting from static errors in the analog output levels Simulations reported in [2] indicate that partial randomization

of the DAC, while offering considerable savings in hardware . . - .
compared to other DEM techniques. This paper presents the first DEM can be used to achieve this result, while offering a

guantitative performance analysis of partial randomization DEM. ~ Significant reduction in hardware complexity over other DEM
As a main result, the minimum spurious-free dynamic range techniques. However, this finding was supported by simulation
provided by the digital-to-analog converter has been quantified results only.
as a function of its hardware complexity and the analog output This paper provides a rigorous analysis of the performance
level errors. . L ; . .
of partial randomization DEM. In particular, given a desired
minimum spurious-free dynamic range (SFDR) and knowledge
|. INTRODUCTION of the statistics of the static analog output errors, the analysis
#an be used to quantify the hardware requirement of the

cient and flexible method of generating analog signals BEM téchnique for any DAC bit-resolution of interest. As an
high spectral purity [1]. A key component of a DDS system igxample_, thel theoreuca] results are applled inan IC fa_bncatlon
the digital-to-analog converter (DAC), which must introducéé'eId espmatpn analysis of the minimum SFDR provided by
very little harmonic distortion to honor the spectral purity of "€ 8-bit version of the DAC.
the synthesized digital signal. Unfortunately, nonideal circuit
behavior in practical DAC's inevitably gives rise BAC noise
that consists largely of harmonic distortion and ultimately To review the architecture of the proposed DAC, consider
limits the achievable DDS performance. the example 8-bit version shown in Fig. 1. The digital input
Dynamic element matching (DEM) has emerged as a mear{a| is a sequence of unsigned 8-bit numbers less than 256.
of mitigating the deleterious effects of nonideal circuit behavthe DAC consists of three layers of digital devices, each
ior in DAC's by essentially causing a large portion of theeferred to as awitching blockand collectively referred to as
DAC noise to be broken into white noise instead of harmontbe digital encodey followed by an array of eighDAC-banks
distortion. Partial randomization DEM was recently introduceglach labeled) B;, and an analog output summing node. The
as a promising DEM technique for low harmonic distortiomumber of layers is referred to as trendomization index,
DAC's [2]. As will be shown in this paper, the techniqugi.e.,! = 3 in Fig. 1) and the layers are numbered 6 through 8.
offers a trade of spur suppression for hardware complexity Each switching block is labeles, ,., wherek denotes the layer
The partial randomization DEM DAC incorporates a bankumber and- denotes the position of the switching block in
of coarse DAC's, referred to aBAC-elementsthe outputs the layer.
of which are summed together to yield a composite DAC. Fig. 2 shows the functional details of the switching block
Inevitable nonideal circuit behavior results in analog outpuf; .. The switching block has ongé + 1-bit input, two &-
errors of the DAC elements, giving rise to DAC noise. Thbit outputs, and an input for mandom control bitex[n]. The
DAC noise can be viewed as consisting of two componentsndom control bit;,[»] is common to all the switching blocks
namely a component caused by thtatic part of the analog in the kth layer and is ideally a white random bit-sequence,
statistically independent of the random control bits applied to
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Fig. 1. An 8-bit version of the proposed DAC architecture with randomization iddex3. The layers are numbered 6 through 8.
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Fig. 3. Details of the DAC bank corresponding to the example 8-bit DAC of Fig. 1. (a) The interconnection of the 5-bit and 1-bit conventional DAC's
and (b) the assignment of the input bits.

DAC input z[n] is assigned to thé), ; input bitsbd; through 5-bit conventional DACand a 1-bit conventional DAC, with

by, and a zero is assigned to the input &jt y:[n] formed as the sum of the outputs of the two conventional
Fig. 3 shows the functional details of thith DAC bank. DAC's. Notice thatz;[n] corresponds to the sequenceg;[n]

As shown in Fig. 3(a), the DAC bank has a 6-bit inpyfn] with the notation in Fig. 2, where the subscript “5” has

and an analog outpu};[»]. It is functionally equivalent to a been omitted for convenience. The DAC-bank inptfn] is
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Fig. 4. An implementation of the DAC bank using an (ide&l)— 2R ladder network.
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interpreted as a sequence of unsigned integers in the rabgmeks in this layer would have 5-bit outputs, and the number

0,1,---,32, formed as of DAC banks would increase two-fold to 16. The DAC
5 banks would each consist of a 4-bit conventional DAC and

ngo)[n]Jrszflxz(j)[n] 1) 2 1-bit conventional DAC._ In general, more Iaye.rs require
= more hardware, but—as will be shown—also provide greater

suppression of harmonic distortion.

where a:gj)[n] denotes thejth bit of z;[n]. As shown in  The switching blocks of the digital encoder can be con-
Fig. 3(b), the input to the 5-bit conventional DAC consiststructed using binary switches [2]. The binary switch is a
of the five MSB’s ofz;[n] and is interpreted as a sequence ¢f-input x 2-output device that simply either passes the inputs
unsigned integers in the rangel, ---,31. The input to the directly through to the outputs or connects the inputs to the
1-bit conventional DAC is the LSB of;[n] and is interpreted outputs in reverse order, depending upon the valuepf].
as a sequence of numbers that are either zero or one. The hardware complexity of the digital encoder is a function of

Fig. 4 shows an implementation of the DAC bank usinjoth the required number of binary switches and the required
an R — 2R ladder network. Notice that the network has beemumber of random control bits, and was discussed in detail
modified slightly compared to the traditional architecture i [2]. For convenience, the formulas dictating the hardware
that an extra switch has been introduced at the right-raBst requirements of partial randomization DEM are repeated in the
resistor to implement the one-bit DAC in Fig. 3(a). For théollowing. For ab-bit version of the DAC with randomization
case of ideal circuit behavior, it is easy to verify that the nodedex I, the number of binary switches required is
voltagesV; satisfy

Npe=((b—-T4+2)2"—b-2 (5)
ideal _ YREF
Vi= de = 96— (2)  and the number of random control bits is simply
It follows that the binary weighted currents are given by Ng,=1. (6)
I = I}deal _ L A3) Thus, the 8-bit DAC of F_ig. 1 requires 46 binary switches and
2R three random control bits.
The output voltagey;[n] is dependent upon the currents
flowing through the feedback resist& such that lll. PERFORMANCE DETAILS

5 During each sample interval, the DAC-bank outpuf]
yi[n] =yl [n] = RFZIJ» ideally equals the analog representation of its digital input
=0 x;[n]. With this assumption, it was shown in [2] that intercon-
5 necting the switching blocks and DAC banks in the network
2 Om] + szflxgj)[n] . (4) of Fig. 1 results in a DAC for which
j=1

y[n] = z[n]. 7)

jfowever, in practice, the DAC banks operate such that

_ RpVRrer
~ R2

With appropriate values dfrgr, Rr, andR, (4) can be made
to equal (1) or a scaled version thereof, if desired. It wi
shortly be considered how nonideal circuit behavior affects Yiln] = wiln] + Awiln]} (8)

the performance of the DAC bank.

The 8-bit version of the proposed DAC with randomizatiowhere the A{-} are errors associated with the 33 analog
index 3 shown in Fig. 1 can easily be modified to acconoutput levels that arise from nonideal circuit performance.
modate other bit-resolutions and/or randomization indexess an example of how these errors might arise, consider
For example, another layer of switching blocks, denoteafjain an implementation of the DAC bank using dn- 2R
layer 5, could be added. In this case, each of the switchiteglder network, as shown in Fig. 5. Nonideal IC fabrication
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Fig. 5. The DAC bank implemented using & — 2R ladder network with resistor errors and nonzero ohmic switch resistance.

processing and nonzero ohmic switch resistance result gapular architectures that can be used to realize the DAC
errors, A Ry, of the resistor values and thus perturb the nodmnk, including the weighted resistor network DAC, the binary
voltagesV;. Specifically, the node voltages deviate from theiwveighted current-steering DAC, and the charge scaling DAC

ideal values given by (2) as [3].
. With nonzero static DAC-element errors, it was shown in
. — Y/ideal . f
Vi=V, +AaV; ©) [2] that the DAC output has the form

where theAV; are functions of the resistor errorsk;. As
a consequence, the binary weighted currents into the op-amp
summing node deviate by some quantlty; from their ideal
values given by (3) according to

y[n] = azn] + B+ ¢[n]

where «v is a constant gaing is a dc offset, anc:[n] is a
conversion error term referred to BAC noise

I; = I 4 AL (10)
It follows from (2) to (4), (9), and (10) that A. Simulation Results
The performance of partial randomization DEM is demon-
yi[n] = (Rr + ARp) | (I + AIO)a:EO) [n] strated in Fig. 6 with simulation results of an example 8-bit

version of the proposed DAC. The DAC banks were each
simulated as amR — 2R ladder network withRr = 2R. The

resistor errorsA i, were chosen as samples of independent,
normally distributed random variables with standard deviation

+ Z (I;deal + AIJ).’L'EJ) [71]

i} =t o = 1% relative to the nominal resistor values. Thus, the
: - i static DAC-element errors satisfied
= 4"l + 3 Ay o),
=0 ng) =A; and ng) =0
where
A; = AI;Rp + ARpI;. (11) with A; given by (11). It should be emphasized that this

_ ~ particular choice of static DAC-element errors was made for
Thus, each analog output level error can be written as a lingihulation purposes only; the theoretical results developed

combination of the individual bits af;[n]. in this paper do not depend upon any specific statistical
The analog output level error of the DAC bank will subsedistribution or correlation properties of the static DAC-element
quently be assumed to be of the form errors.
5 Each graph in Fig. 6 shows the simulated power spectral
Adz[n]} :Z@(J’)[n] (12) density (PSD) ofy[n] in decibels relative tar7,.., where
=0 Tmax = 255, when driving the DAC by a dithered and dc offset
sinusoid. Specificallyz[n] was formed by adding dither to the
where , , sequenced sin(won) + DC,, where A = 126, wo = 257,
D] = {egﬁ), if a@@[ﬂ] =1 (13) andDC, = 127.5, and then quantizing the result to 8 bits. The
eD it 2P =0 dither added to the sinusoidal input was a white sequence with

h h a triangular probability density function supported efl( 1),
and where the:!’”) andc{?) are time-invariant, but otherwise sg the quantization error was white noise [4].
arbitrary, and are referred to asatic DAC-element errors  Fig. 6(a) corresponds to an ideal DAC (i.e., a DAC with no
Notice that (13) allows for asymmetric contributionsﬁf)[n] static DAC-element errors, sgn] = z[n]), and Fig. 6(b)—(d)
in (12), depending upon whetheﬁj)[n] is zero or one. This corresponds to a DAC with nonzero static DAC-element
form of the analog output level error accommodates for otherrors and randomization indexes 1, 2, and 3, respectively.
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of an example 8-bit DAC implemented usidg — 212 ladder network DAC banks. The resistor errors were

normally distributed of standard deviation = 1%. Plot (a) shows the DAC input[n] (and thus the ideal DAC outpuj[n]), and (b)—(d) show the
DAC output y[n] with randomization indexes 1, 2, and 3, respectively.

As is evident from the numerous spurs distributed acrodsat« corresponds to half the clock rate of the DAC.

the spectrum in Fig. 6(b), quite severe harmonic distortion

results from the static DAC-element errors with only one )

layer of random switching. With the particular choice of: Performance Equations

static DAC-element errors used for the plots of Fig. 6, the A complete theoretical analysis of partial randomization

maximum-amplitude spur occurs at a frequency of approXREM is given in the appendixes. For the purpose of comparing
mately 2.8 radians and has power 58.1 dB below the powélimulation results and theory, this section presents the main
of the desired sinusoidal signal. Thus, the SFDR providégsults of the analysis. _

by the DAC of this example is 58.1 dB. The simulation Consider ab-bit version of the proposed DAC architecture

results of Fig. 6(c) and (d) indicate that the SFDR increas@’g[h randomization index’, i.e., with random switching in

as the randomization index increases; the SFDR provid@geer_IJrl’b_IJrz’"'b' Let[n] be a deterministic input

by the DAC in Fig. 6(c) is 64.7 dB, whereas the SFDRCJUENce and let [7] denote thejth bit of x[n], 1 < j < b.
ided by the DAC in Fia. 6(d) is 84.6 dB. Additi IIn accordance with the usual definitions, let tirae-average

provided Dy the In Fig. 6(d) is 84.6 dB. Additional o) z[n], z[n], andz[n]z[n] be defined as

simulations using other sinusoid frequencies yield similar

findings.
Additional details of the simulation results are as follows. 1 2
The PSD’s were each estimated by averaging 16 lenfth-2 A, = Plim 5 Zx[n],

r
_ 1 ‘
M,y = th P E @ [n],
periodograms [5]. The frequency scales were normalized such Il

n=1
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and
1L
o — i — (@) )
M. PlEgoP E_lx [n]z"Y’[n],

respectively, and let theme-average autocorrelatioof xz[n]
be defined as

= lim
P—oo

Ryulk] = % S alnfafn + .

The time-average autocorrelation gfr] is defined analo-

1543

C. Comparison of Simulation and Theory

To summarize, (14)—(17) imply thafn] consists of a scaled
version of z[n], a dc offset, and DAC noise[n], which
consists of the sum of white noiggr] and a signal-dependent
components[n]. Thus, s[r] accounts forall spurious tones
present iny[n], and, as can be seen from (17), the tones result
from a linear combination of the input-bits’[n] through
z=D[n]. Given knowledge ofz[n] and the static DAC-
element errors, these equations fully quantify all harmonic
distortion present iry[n].

The validity of the detailed knowledge of the spurious

gously withz replaced byy in the above definition. The two content of y[n] implied by Result 1 can be demonstrated
main theoretical results of this paper can now be stated las computer simulation. As an example, each plot in Fig. 7

follows.
Result 1: The DAC output can be written in the form
ylnl = aln] + B + efn] (14)
where
e[n] = wln] + sfn] (15)

w[n] is a zero-mean, white random process of the form

wln] = Z w;[n] x(i)[n] (16)

w;[n] is a zero-mean, white sequence uncorrelated wfitj,
and s[n] is a deterministic sequence of the form

17)

Appendix A provides formulas for the constantsand 3 in
(14) and develops expressions foi{n] in (16) ands; in (17).
For now, it suffices to know that the constant coefficiesits
depend only upon the static DAC-element errors.

Result 2: If M, and R,.,[k] exist, then

Ryy[k] = R0, [k] + 71+ 576 (] (18)
with probability 1, where
n=28M,, + 5 (19)
and
b B b—1 b B
= My + Y Y Vi M- (20)
i=1 j=1i=j+1

In (18), zs[n] is the sequence resulting from lumping:[n]

shows the simulated PSD relative 4@, of selected signals

of the example 8-bit DAC used for Fig. 6(d). The DAC was
driven by the same dithered and dc-offset sinusoid, and the
randomization index was fixed at three. Fig. 7(a) shows the
sequencey[n] — z[n]. As expected from (14), the resulting
sequence appears to consist of a scaled versiaidf white
noise, and spurious tones. Fig. 7(b) shays formed as the
sequence[n] — cz[n] — /3, and it appears to consist of white
noise and spurious tones. Fig. 7(c) shaw[g] formed as the
sequence[n] — ax[n] — B8 — s[n], wheres[n] is given by (17).

As expected,w[n] appears to be a zero-mean, white noise
random process. Fig. 7(d) shows the corresponding as
computed using (17). Notice that superimposing the results of
Fig. 7(c) and (d) yields the results of Fig. 7(b), as expected
from (15). Thus, the formulas fog[n], e[n], w[n], and s[n]

are supported by the simulation results of Fig. 7.

The power ofw(rn] is given by (20), and the validity of
this expression can also be demonstrated using the simulation
results of Fig. 7. Specifically, evaluating (20) for the simulated
values of static DAC-element errors and the input sequence
applied to the DAC yields a power af[n] of 7% = —54.14
dB relative tox2__. Numerically integrating the results of
Fig. 7(c) yields —54.15 dB relative toz2 ., in agreement
with the theoretical result.

D. An Interpretation of the Performance Equations

The theoretical results presented above are used in the
following to develop a simple expression for the guaranteed
minimum SFDR resulting from partial randomization DEM. A
few definitions helpful in this development are first presented.
Let ZT denote the set of indexésn (17) such thas; > 0, i.e.,

It ={i:s; >0} (22)

and letZ— be the set of indexesin (17) such thas; < 0, i.e.,

and s[n] together, i.e., I~ ={i:s; <0} (23)
z5[n] = axln] + s[n). (21) Let st denote the sum of all positive;, i.e.,
+ ‘
Appendix B provides formulas for the constant coefficients 5= Z 5 (24)
v; and~y; ; in (20). For now, it suffices to know that these It
coefficients depend only upon the static DAC-element errorsidt s— denote the sum of all negative, i.e.,
must be mentioned that Result 1 and Result 2 are independent
of the underlying statistical distribution or any correlation 5T = Z Si (25)
properties of the static DAC-element errors. ieT-
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Fig. 7. Simulated PSD relative te2 .. of selected signals of the example 8-bit DAC used for Fig. 6(d). The DAC was driven by the same dithered and
dc-offset sinusoid, and the randomization index was fixed at threey[(@)— x[n]. (b) ¢[n]. (c) w[r]. (d) s[n].

and letA,___ denote half the difference oft ands™, i.e., IV. IC FABRICATION YIELD ESTIMATION
(st —57) With knowledge—or an assumption—of the statistical dis-
Aspr = — (26) tribution of the static DAC-element errors, (20) allows for

an IC fabrication yield estimation of the minimum SFDR
Parseval's relation implies that the power £ equals the provided by the DAC. The IC fabrication yield estimation
sum of the powers of the distinct spurs occurring in the PSocedure presented in the following was first introduced in
of s[n]. Thus, worst-case SFDR performance occurs when tf@ and is based upon the idea of computing a large number
power ofs[n] is at maximum and it consists of as few distincof samples of the parameter of interest for a given level
spurs as possible. Sine] is real, its PSD is symmetric, andof static DAC-element errors, thereby employing the law
the minimum number of distinct spurs i&o, corresponding of large numbers to generate data that closely resemble the
to nonzero frequencies, and —w,. Sincez(¥[n] € {0,1}, it corresponding statistical distribution of the parameter.
follows from (17) thats— < s[n] < s*. Thus, worst-case  An example IC fabrication yield estimation of the minimum
total spur power isA? | and the power of each spur iSSFDR computed using (27) and its supporting equations is
bounded byA? /2. The amplitude of the signal componenshown in Fig. 8. Specifically, the figure shows the minimum
of y[n] for a maximum-amplitude sinusoidal input signal iSFDR for the 8-bit version of the DAC implemented using
QZmax /2. It follows that the DAC provides an SFDR of atR — 2R ladder network DAC banks with normally distributed
least(azmax/24s5,,., )?. Stating this result in debicels yields resistor errors of standard deviatien ranging from 0.05%
to 2%, and randomization index ranging from one to seven.
Minimum SFDR 2010g10<o‘xma><> dB. (27) Fig. 8(a)-(d) shows the smallest of the largest 5%, 35%,
24 65%, and 95% values, respectively. Each plot was based

8 max
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Fig. 8. An IC fabrication yield estimation of the minimum SFDR of the 8-bit version of the DAC implemented fising 12 ladder network DAC banks.
The resistor errors were normally distributed of standard deviatioanging from 0.05% to 2%, and the randomization index ranged from one to seven.
The smallest of the largest (a) 5%, (b) 35%, (c) 65%, and (d) 95% values are plotted.

upon 10 calculated values. For example, with= 1% and an infinite SFDR. Thus, the 10-dB increase of the minimum
randomization index three, Fig. 8(a) predicts that merely 5% 8FDR per increment of the randomization index does not apply
all 8-bit DAC’s provide at least 81.0 dB SFDR, while Fig. 8(djn the case of incrementing the number of random layers from
predicts that 95% of all 8-bit DAC’s provide at least 65.%even to eight.
dB SFDR. Thus, 90% of all 8-bit DAC’s with randomization At first glance, the above estimates for the minimum SFDR
index three fabricated in a VLSI process resulting in normalbychievable with partial randomization DEM may seem overly
distributed resistor errors with standard deviation= 1% conservative given that the example 8-bit DAC used for the
satisfy plots of Fig. 6 achieved an SFDR of 84.6 dB with random-
65.7 dB < Minimum SFDR< 81.0 dB. (28) iz_ation ir_ldex_ three. Recall, however, that the IC fabrication_
yield estimation represents worst-case performance, where it

An interesting conclusion to be drawn from Fig. 8 is that thi§ assumed that all power igln] is lumped intotwo spurs
estimated minimum SFDR increases by approximately 10 dgcurring at frequenciestw, and —w,. When driving the

per unit increment of the randomization index, independent BAC by a (dithered) sinusoid, typicallgnanyspurs occur in

the standard deviation of the resistor errors. Additional corfhe PSD ofe[n], as observed in Fig. 9(a), which is Fig. 6(b)
putations suggest that this conclusion generalizes to DAG®peated here for convenience. The occurrence of numerous
of any bit-resolution of interest. It should be mentioned th&purs results in decreased power of the maximum-amplitude
in the special case of full randomization DEM [2], i.e.spur—and thus an increased SFDR—relative to worst-case
with random switching in all eight layers, the DAC noise igerformance. Fig. 9(b) shows the PSDepf] of the same 8-bit
fully uncorrelated withz[n]. Harmonic distortion is therefore DAC used for the plot of Fig. 9(a), but driven by a sequence
completely eliminated and the DAC—in principle—provides:[n] chosen such that the resulting PSD ] consists of
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6017 T : : y ! T DAC with minimum hardware complexity while still providing

3 5 5 5 5 : 5 the SFDR required for a given application.

Harmonic distortion resulting from inevitable nonideal cir-
cuit behavior such as clock-skew, nonlinear settling, and
finite slew-rates has not been considered in this paper. Such
: : : : : : nonideal circuit behavior is typically quite implementation-
R S S SRR RN IR dependent, and research to quantify and mitigate its effects

& of
7;3 : , , : : : must likely be performed on a case-by-case basis. However,
n?_go_é ............... ............... ............... ............... ............. o as has been shown, using partial randomization DEM, the

: : : : : : : harmonic distortion resulting from static DAC-element errors
—40 _ ............... .............. ............... ............... ............... ,,,,,,,,,,, - can be attenuated to the level of inevitable harmonic distortion,
: : : : : : ; independent of the particular circuit technology.

APPENDIX A

0 o8  ormelize raquency (ress) 28 3 The purpose of this appendix is to verify the form of the
@) DAC output as stated by Result 1 of Section IIl.
1) Claim A: Consider a-bit version of the proposed DAC
80y ; ; g T T T architecture with randomization inddx 1 < I < b, i.e., with
' : : : : : ' random switching in layer$ — I + 1,6 — I +2,---,b. In
this case, the DAC banks consist oba- I-bit conventional
DAC and a 1-bit conventional DAC. Suppose that the analog
output level error of theth DAC bank is of the form given
by the generalized versions of (12) and (13). k¢t] be a

(=l

g ............... ............... ............... ............... ............... o] deterministic input sequence and .’léf)[ﬂ] denote thejth bit
g | § : § : : of z[n], 1 < j < b. The output of the DAC can then be
3_20_5 ............... ............... ............... ............... .............. _ written in the form
ol uln] = axfa] + B+ ] (29)
0 where
: ; ; : ; ; : e[n] = wln] + s[n] (30)
% 05 1 15 2 25 3
Normalized frequency (rads) andw[n] is a zero-mean, white random process of the form
(b)
b
Fig. 9. Simulated PSD's of[n] relative toxZ . of the example 8-bit . ;
DAC. The randomization index was fixed a three, and the plots show (a) wln] = sz RERID (31)
e[n] resulting from the dithered sinusoidal input, and ¢p)] resulting from i=1

an input sequence(n] chosen such that the PSD sfr] consists of only

two spurs. and s[n] is a deterministic sequence of the form

b—1I
only two spurs. In this case, the maximum-amplitude spur has s[n] = Z s 29 [n). (32)
power —75.1 dB relative toarmax)?/8, in support of (28). i=1

In (29)
V. CONCLUSION
2l b1
A detailed analysis of partial randomization DEM originally . 1 G W

proposed in [2] has been presented. It was demonstrated =1+ 26 ; ; (Chf U ) (33)
using simulation results and shown with theory that harmonic ==
distortion resulting from the static DAC-element errors is inand
creasingly suppressed as the randomization index is increased. ol g
Specifically, it was observed that when implementing the DAC g — — ) (34)
banks usingk — 2R ladder networks with normally distributed p= Z Z “

resistor errors, the estimated minimum SFDR increases by =ti=0

approximately 10 dB per increment of the randomizatiof (31), eachw;[n] is a zero-mean, white random process of
index, independent of the particular DAC bit-resolution.  the form

An IC fabrication yield estimation of the minimum SFDR L
has been presented that, given knowledge of the statistics of wiln] = {wi,m[nlv ifi>b—1I; (35)
the static DAC-element errors, can be used in the design of a Wip[n) = 80, Hi<b—1
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wherew; ; is shown in (36) at the bottom of the page and The above results do not depend upon any particular form or

b—1i
d Vel + (1 —al)+1, #i>b-1
hiln] = j?l

Z 2jilcb_[+j[71] +1,

=1

if i <b—1.
(37)
In (32) and (35),

2I

1
S; = —2—12
k=1

b—I
Z Wy + e§?k> — egf) —(a—1) (38)

=1

£

statistical properties of the static DAC-element errors.

As explained in [2], partial randomization DEM with ran-
domization index! is equivalent to full randomization DEM
with the restriction that

ex[n] =1, fork=1,2,---,b—1 (46)

so that the layers 1 through — I can be eliminated and
substituted with an array of DAC banks, each consisting
of a b — I-bit conventional DAC and a 1-bit conventional
DAC. Specifically, since the static DAC-element errors of full
randomization DEM are denoted,, and¢;,, 1 < i < 2P,
the restriction (46) implies that thith DAC bank operates

according to (12) and (13), where the static DAC-element

The above results do not depend upon any particular form Qkors associated with tHe— I-bit conventional DAC satisfy

statistical properties of the static DAC-element errors.

Proof: To prove Claim A, several of the theoretical
results developed in [2] will be used. For convenience, these;i. =

are repeated in the following.
2) Results for Full Randomization DENFor a b-bit ver-

sion of the DAC architecture with full randomization DEM,

the output of the DAC can be written in the form

yln] = acln] +  + e[n] (39)
where
1 &
a= 1+§Z(chi —e,) (40)
- =1
B=> e, (41)
7=1

ande[n] is a zero-mean, white random process of the form

b=l _9i—1

Z Ch,,

m=i2b—1 2541

b=l _9i—1

2. o

m=i2b—1 2541
(47)

and e§j> =

and the static DAC-element errors associated with the 1-bit
conventional DAC satisfy

0 _ © _
e, =en,_, and ¢’ =e¢ , ;.

(48)

In the following, the results for partial randomization DEM
stated in Claim A will be shown to be equivalent to the results
for full randomization DEM with the restriction (46).

First, the formulas forx and 5 given by (33) and (34) are
developed. As noted above, the results for full randomization
DEM hold for arbitrary values of the static DAC-element
errorsep, ande;,. In particular, if in (47)

en, =e, =0 fori2=" — 27 11 <m <2b=7 — 2771

b
eln] = Z wi[n] 2@ [n). (42) (49)
=t then
In (42), eachw;[n] is a zero-mean, white random process of W W
the form €h = Chgo_r o a@nd e’ = Cligp—1_gi-1,
fory=1,2,.--,b—1. (50)
Wy [71] = W; 1;[n] (43)
where It follows using (47)—(50) that for fixed value of
joi-t 2t b—1 0 0
w; ;= Z (en, —e, ) —2"Ha—1) (44) Z (en, —e,) = Z (Ch{- — ) (51)
m=(j—1)2i-141 J=(i-1)2b=T+41 Jj=0
and and thus
b—i 2b 2l p—71 ' )
hilnl =Y Yol + (1 —al) +1. (45) > —a) =33 (e —”)
=1 i=1 i=1 j=0
j2i—b+1—1 b—T
(k) _ (BN _gi—1/ if 4 _
wnj = Z Z (ehm elm) 27 a—-1), fix>b-1T (36)

m=(j—1)2i—b+1—141 k=0
) 21

ife<b-—1
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which shows that (33) is equivalent to (40). Similarly, as asserted in (30). It remains to verify (38) by establishing
ot g that w;[n] in (35) is indeed zero-mean. From (37) it follows
Zez _ ZZC(,) that there are2’ possible equally probable values of[n).

Specifically, during theath sample period
wZ[TL] = w; 5 — S, wherej 6{1,2,---,21}.
Then, by definition

=1 j=0

which shows that (34) is equivalent to (41).

Next, (35)—(38) detailing the form of the DAC noise will be
verified. For the casé > b — I, it is straightforward to show 1
that (35)~(37) follow from (42)~(45). Specifically, it suffices E{wiln]} = 57 Z(wm = 5i)
to show that (36) is equivalent to (44). For this purpose, the '
use of (51) and some algebraic manipulations result in ~ @nd definings; as in (38) ylelds

jQEizl Efw;[n]} = o7 Z <Z w; j + 6(0) — 650) (v — 1))

(Chk - elk)

coi—btI—1 1 21 = @ @ —
R SV 53 (S - -2 )
- Z Z (eh [£5% ) J=1 \i=0
m=(j—1)2i—b+I—1 o=

_ U A _ _ = L (@a-1)—2(a-1)
which suffices to show the asserted result. Notice that it _ g
follows directly from [2] thatw;[n] is zero-mean, since the -
possible values ofy;[n] are unaffected by (46). as asserted. 0

For the case < b — I, it will first be shown thatw; ; in
(36) with subscript defined by (37) is equivalenttg; in (44)
with subscript defined by (45) and the restriction (46). For this This appendix states and proves an expression for the
purpose, notice that with the restriction (46), it follows aftevariance of the zero-mean, white random procegs.
some algebraic manipulations that (45) can be written as 1) Claim B: The variance Ofw[n] iS given by

I
hi[n] = (Z 2j‘1cb_;+j[n]+1> gt=T+i—i _ 1 (5) Var{w[n]} = Z% @O ”]+Z Z Yij 2D [n]e9 [n]

k=(j—1)2i-141

APPENDIX B

j=1 j=li=j+1
s - . where
Thus, if in (37)h;[n] = 7, it follows that (52) may be written as S
hin] = j2b T+ 1, gmr D (i) ifi>bT
But, as follows from (44) and some algebraic manipulations v = or =t (53)
b—T i 1
g2 2t =N (wij - s;)° if it <b—1I;
. 7,7 1) = ’
Wy job—T+1—i_] = Z (Ghm - Clm) - QZ_I(Oé - 1) 2! z_:
m=j20— 712141 and-; ; is shown in (54) at the top of the next page.

which—referring to (47)—is equivalent to (36), as asserted. It Proof: Since w[n] is zero-meanyar{w[n]} = E{(w
will next be shown thatw;[n] is zero-mean. It follows from [n])?}, whereE{-} denotes the statistical expectation operator.
(43)—(45) that the effect of the restriction (46) is to reduce tHdsing (16) and rearranging terms results in

set of possible values af;[n] to a subset of the set of values b
otherwise possible. Therefore, with the restriction (46)n] Var{w(n]} = ZE{ i[n])2 @ [n]
in (43) is a white random process, generally with a nonzero i=1
mean value. Denoting this mean value (42) may be written b—1 b ‘ '
as +23° 3 Blwilnlw; ]} O nlePn).
b j=1i=j+1
cnl= > wilnlz ()n]—l—z i[n] — si) £P[n] (55)
=bil Consider firstE{(w;[n])?}. As indicated by (35), two cases

— @) are of interest.
+ZS’$ []. For i > b — I, the corresponding result in Appendix B of

[2] is directly applicable to obtain the result asserted in (53),
since the possible values af;[n] are unaffected by (46).
. For: < b—1I, it follows from (37) that there arg’ possible
4 — 4 equally probable values ofu;[n], dictated byck[n],k =
n] = Z w;[n] 29 [n] + Z siz[n] b—I+1,b—1+2,--- b.Using (C’ES]) and applying th([e <]jefinition
) = = of statistical expectation gives the result asserted in (53).
or, referring to (31) and (32) Consider next&{w,[n]w;[n]}, wherel < j <4 < b. Three
e[n] = wln] + s[n] cases are of interest.

Defining the white,zero-mearrandom processes;[n] as in
(35) results in
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4 2&—7’
1 . . .
-1 Z Wi, 2k—1 Wi, 2k, if 4,5 >b—1I;
k=1
1 1 2b—i_1 gi—btI-1_q
Yid T\ 571 Z Wi 2k 1)—1 Z (w) pi-sr1-12nttypm — 55), Hi>0—1,j<b-1I; (54)
=0 k=0 m=0
1 &
gr=1 2 (Wi = si)(win = 55, if 4,5 <b— 1.
\ k=1

Fori,j > b— I, the corresponding result in Appendix B ofit is easy to verify that if\,, and R,..[k] exist, thenA,, and
[2] is directly applicable to obtain the result asserted in (53)R... ... [k] exist, sincex and thes; are finite. Arguments fully

Fori,j < b— I, the probability of a specific value af;[n] identical to those presented for the corresponding result in [2]
O

is 2% as discussed above. It follows from (37) that the valuman then be used to establish Claim C.

of w;[r] fully depends upony;[n]; suppose that the value of
w;[n] is w; . — s; for somek € {1,2,---,2}. Then there is
only onepossible value ofv;[n], namelyw; , — s;. Applying
the definition of statistical expectation—and accounting for thé

factor of two occurring in (55)—gives the result asserted in2l

(54).

Fori > b—1 andj < b— I, each of the2®—i+! possible
values ofw;[n] occurs with probabilityl /2°=*+1. From (37)
it follows that for integer parameters and!

(3]
(4]
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APPENDIX C

The purpose of this appendix is to verify the time-average
properties of the DAC output as stated in Result 2 of Section
1.

1) Claim C: If M, and R, [k] exist, thenR,,[k] is given
by (19), (20), and (21) with probability one. In (20); and
~i,; are given by (53) and (54), respectively.

Proof: From Claim A and (21) it follows that

yln] = xs[n] + 4 + wln].

The statistical autocorrelation @ffin] can then be written in
the form
R, [n, k]

= E{(zs[n] + B+ wn])(zs[n + k] + 8+ wn+ k])}.
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