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A Low-Complexity Dynamic Element
Matching DAC for Direct Digital Synthesis
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Abstract—This paper presents and analyzes a new dynamic 1-bit DAC’s can be “scrambled” by randomly selecting
element matching _technique for onv-harmqnic distc_)rtion digital- one of the appropriate codes for each d|g|ta| input value.
to-analog conversion. The benefit of this technique over the ajhough DAC’s based on this approach have been shown
prior art is a significantly reduced hardware complexity with . v 121 13 d th h o vsis [4
no reduction in performance. It is particularly appropriate for eXpe”menta y [2], [3] an 't rough quantitative ,anaySIS [4]
applications such as direct digital synthesis (DDS) in wireless t0 achieve excellent SFDR'’s, the presented DAC’s suffer from
communications systems, where low hardware complexity and excessive digital hardware complexity. For example, an 8-bit
low harmonic distortion are essential. DAC based on the approach used in [2] requires 1024 binary

Index Terms—DAC, data-converter, digital-to-analog, direct Switches and 1024 independent random control bits.
digital synthesis, dynamic element matching, harmonic distortion, This paper presents a new DEM technique suitable for

mismatch shaping, noise-shaping. DAC's applicable to DDS. The DEM technique scrambles the
DAC noise such that conversion performance similar to that
I. INTRODUCTION of the prior art is achieved, but with much lower hardware

- . . .__complexity. The proposed DEM technique allows for a varying
AS A LARGELY digital technique for generating high egree of scrambling, providing a tradeoff between harmonic

S nchF;?sCtE?)lgg)r Ité isr']r;lrj:gls?r?l Ianuaslgg ;Sr:g\?v?rlzl’eggecc;r:r'ggmistortion suppression and hardware complexity. Two versions
yn asingly usec of the architecture are considered separately: a version with the
cations systems. The main limitation in most DDS systems

) - fIl degree of scramblin , referred to &sll randomization
imposed by the front-end digital-to-analog converter (DAGY), E:]':md a version wit% a reduced degree of scrambling
required to convert the digitally synthesized sinusoidal S(rae%ferred to aspartial randomization DEM. With full ran-

guence into an analog waveform. In particular, nonideal circujt .~ . N . .
behavior causes the DAC to introduBAC noise At least a o|or.n|zat|(.)n.D_EM_, the. DAC NOISE 15 V.Vh'te and the SF.DR IS
optimal (infinite, in principle). Theoretical results quantifying

mponent of the DAC noise i nonlinear function of th o
component ot the C oise 1S a nonlinear function of thig performance of full randomization DEM are presented and
Input sequence, so harmonic distortion is introduced that placc?gsely supported by simulation results. Simulations indicate

an upper bound on the achievable spurious-free dynaniic

range (SFDR) of the overall system. As shown in [1, b2 (B0 B0 DL BEURTEEe B e e B
applications typically require only moderate resolution (e.a? '

5-12 bits), provided that the harmonic distortion introduced Wer hardwlar.e corpplexﬂy than thg prior art,. th‘? greatest

the DAC is low. For example, an extremely low-complexit ardware-efficiency is offered by partial randomization DEM.
. 1 H _hi 1 q 0,

digital portion of an 8-bit DDS system has demonstrated that i lllustrate these results, example 8-bit DAC's with 0.5%

is capable of achieving a minimum SFDR of 90 dB, provideé?at'c'analto% m|smdat8ch derrorsdar? c035|del;?[d n detaﬂ; %Otz
that the minimum SFDR of the DAC is 90 dB or greater. . maI\ry SW't(f: ”es ar(lj n t.epeBEel\r/: rar? om bits arle Zeﬁqtl;_lre °
Thus, a remaining problem is to develop moderatd!Plement full randomization » Whereas merely inary

resolution DAC's that achieve such low levels of harmoniéwitChes ar_1d 3_ independent ra_ndom bits are required with par-
distortion. In the pastdynamic element matchingDEM) tial randomization DEM to provide more than 97 dB of SFDR.

techniques have been successfully applied to decorrelate thghe remainder of the paper is divided into sections as fol-

DAC noise from the input signal in various DAC topologies ows. Section Il reviews the architectures of the low-harmonic

A particularly promising topology involves the use of fistortion DAC'’s presented in [2]-[4] and presents the two

bank of 1-bit DAC's, the outputs of which together yie|dversions of the proposed architecture. Section Ill presents
a single multibit DAC [2][4]. For most digital input Va|ues’perf0rmance details for full randomization DEM. Section IV

there are many possible input codes to the bank of 1-povides an IC-fabrication yield estimate for full randomiza-

DAC’s that nominally yield the desired analog output valudio" DEM, based on the results of the theoretical analysis.

Thus, the DAC noise arising from errors introduced by th® Section V, it is demonstrated, by means of simulation
results, how partial randomization DEM can significantly sup-
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Fig. 1. The high-level topology of the low-harmonic distortion DAC'’s presented in [2] and [4].
[I. Low-HARMONIC DISTORTION DAC APPROACHES by randomly selecting the unit DAC-elements such tta
is white and uncorrelated withlx[n]. To accomplish this
A. Background and Prior Art objective, the digital encoders of the prior art employ a

mermometer—encodeand a scrambler During each clock
period, the thermometer-encoder deterministically sets
of its 2° output bits to “1” and the remaining® — z[n] of
its output bits to “0.” The scrambler randomly permutes the
z[n] €0, 1, -+, Tmax}, Tmax = 20 — 1. resulting 2° bits, thereby selecting:[n] of the unit DAC-
_ o ) elements at random. As explained in [2], the effect is to
The DAC consists of digital encoder2? 1-bit DAC’s referred randomly modulate the DAC noise without modulating the

to asunit DAC-elementsand an analog output summing nodesignal component of the DAC output. The random modulation
At the high level of Fig. 1, the digital encoder maps each inpufectively converts the harmonic distortion, i.e., spurious

The high-level topology shared by the DAC'’s presented
[2] and [4] is shown in Fig. 1. The digital input[=], is a
sequence of unsignddbit binary numbers less thatt, i.e,

sample to2° output bits,z[n] - - - 24 [n], Such that tones, into white noise.
ob The scrambler implements the random permutation using
Z zi[n] = z[n]. (1) @ network ofbinary switcheseach controlled by aandom
P control bit. The binary switch is a simple 2-inpwt 2-output

device that, depending upon the value of the random control
bit, either passes the inputs directly through to the outputs or
[ 1l4ep,., ifzn]=1 connects the inputs to the outputs in reverse order. The random
yrln] = {le if 2.[n]=0 (2) control bit of each binary switch is, ideally, a white random
) bit-sequence, statistically independent of the random control
wherey, [n] denotes the analog output of then unit DAC-  pjts applied to the other binary switches. Thus, implementing
element, ande;, and ¢;, are errors in the analog outputine gigital encoders presented in [2] and [4] requires as many
levels arising from inevitable nonidealities in the IC fabricatiop;nqdom control bits as binary switches. The digital encoder in
process. Throughout the paper, these errors are assumed t[chpg capable of randomly connecting 2&-bit inputs to its2’-
time-inyariant, but otherwise arbitrary [2_], and are referre_:d it outputs in any of the?! possible combinations. The digital
as_stanc DAC-element errorsThe rth unit DAC-eIement_ IS encoder in [2] implements only a subset of all combinations,
said to beselectedvhenz,.[n] = 1. The DAC outputy[n] iS  peing capable of randomly connecting its inputs to its outputs
formed by the analog output summing node such that j 262"~ nossible combinations. As will be seen, the digital
2b encoder proposed in this paper implements significantly fewer
yln] = Z vi[n)]. (3) ran_dom input-(_)utput mappings than the prior art, yet provides
im1 white DAC noise, nonetheless.

The unit DAC-elements operate according to:

It follows from (1)-(3) thaty[n] = z[n] in the absence of
static DAC-element errors. However, as shown in [5], witB. Proposed DAC Topology

nonzero static DAC-element errors, the DAC output has thetpe proposed dynamic element matching DAC architecture
form is shown in Fig. 2. To simplify the figure, a 3-bit example is
y[n] = azxfn] + B + ¢[n] (4) shown. The DAC is 01_‘ the general topolo_gy introduced in [5].
The tree-structured digital encoder consists of three layers of
where « is a constant gain & is a DC offset and e[n] switching blockseach labeled), ,., wherek denotes the layer
is a conversion-error term referred to &AC noise The number and- denotes the position of the switching block in
purpose of the digital encoder is to scramble the DAC noiskee layer.
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Fig. 2. A 3-bit version of the proposed DAC architecture.

T T T Ty T T T T T T of the input are mapped directly to thebits of the bottom

| output. Wheney[n] is low, the situation is as above, except
| that the mappings are interchanged. Thus, it follows fat
o ! can be implemented usirgbinary switches all controlled by

i ¢x[n]. Fig. 3(b) shows the binary switch controlled by[n].
The process of randomly mapping the input to the outputs is
referred to agandom switchingAt the outermost layer, i.e.,

k = b, the DAC inputz[n] is assigned to thé), ; input bits
bi—by, and a zero is assigned to the input &jt as indicated

in Fig. 2. It is shown in Appendix A that the digital encoder
obtained by interconnecting the switching blocks of Fig. 3(a)
as shown in Fig. 2 indeed satisfies (1).

Motivated by the results of the simulated performance
presented in Sections Il and V, two versions of the proposed
architecture are now definetlll randomizationDEM refers
to a DAC with random switching irall layers, i.e., layers 1
throughd. partial randomizationDEM refers to a DAC with
random switching in a limited number of layers, i.e., in layers
R throughb, where2 < R < b — 1. As an example of partial
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I
|
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1 A 1 randomization DEM, consider the 8-bit DAC of Fig. 4, where
7 ~N 7 > random switching is performed in layers 6-8. Layers 1-5 have
T no effect on the scrambling of the DAC noise, so it follows

that these layers can be eliminated and substituted by eight
G [n] nominally identicalDAC banks each with a 6-bit input. The
(b) details of the DAC bank are shown in Fig. 5. The LSB of
Fig. 3. Details of (a) the switching blocg,. .., and (b) the binary switch. the input controls a unit DAC-element, whereas the remaining
five bits control a 5-bit conventional DAC.

Fig. 3(a) shows the functional details of the switching block
Sk, »- The switching block has onk + 1-bit input, two k-bit I1l. PERFORMANCEDETAILS FOR FULL RANDOMIZATION DEM
outputs, and a random control bit input[n]. The random
control bit is common taall the switching blocks within the A. Simulation Results

kth layer (for clarity, the random control bits are not shown The simulated performance of an example 8-bit DAC with
in Fig. 2). TheSy, . switching block operates such that wherhe proposed architecture is presented in Fig. 6. Each graph in
cx[n] is high, the most significant bit (MSB), of the input is the figure shows the simulated power spectral density (PSD)
mapped to alk bits of the top output, and the remainihdits relative to z2 __ of a particular signal of the DAC, driven

max
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Fig. 4. An 8-bit DAC with partial randomization DEM.

by a dithered and DC-offset sinusoid. Specificallyn] was
formed by adding dither to the sequendein(won) + DC,,,
where A = 126,wy = zom, and DC, = 127.5, and
then quantizing the result to 8 bits. The dither added to
the sinusoidal input, was a white sequence with a triangular
probability density function supported of+-1, 1), so the
gquantization error was white noise [6].

Fig. 6(a) corresponds tg[n] of an ideal DAC (i.e., a DAC
with no static DAC-element errors, sgn| = z[n]), Fig. 6(b)
corresponds toy[n] with no random switching (the digital
encoder thus being equivalent to a thermometer-encoder), .

Fig. 6(c) corresponds tg[n] with full randomization DEM, periodograms [8]. The frequency scales were normalized such
and Fig. 6(d) corresponds to the signh] — z[n] with full that« corresponds to half the clock rate of the DAC.
randomization DEM. The static DAC-element errors were
chosen randomly from a normal distribution with a standarg, performance Equations
deviation of 0.5%. This represents a conservative estimate . . .

A detailed theoretical performance analysis of full ran-

relative to the static DAC-element errors expected in practice, . . . : ) .
but serves to demonstrate the robustn fthe pr d Dgrﬂwzatlon DEM is given in Appendix B and Appendix C.
ut serves 1o demonstrate the robustness ot the propose owever, for the purpose of comparing simulation results and

technique [2], [7]. o theory, the main results of the analysis will be stated in the
As is evident from the numerous spurs distributed acroﬁﬁlowing

the spectrum in Fig. 6(b), rather severe harmonic distortionFor a b-bit version of the proposed DAC architecture, let

results from the static DAC-element errors in the absen%?n] be a deterministic input sequence and 46t [n] denote

of random switching. The maximum-amplitude spur oCCUt§a'sth it of 2[n],1 < i < b. In accordance with the usual

at a frequency of approximately &5rad, and has pOWer gefinjtions, let thetime-average meansef z[n], z’[n], and
—69.86 dB below the power of the desired sinusoidal sign@{i)[n]x(j)[n] be defined as

of frequencyw,. Numerous additional simulations performed
by the authors show that the DAC exhibits similar behavior

Fig. 5. Details of the DAC bank.

when driven by inputs of different frequencies. It follows — ) -

that merely 69.86 dB of SFDR is provided. The data in My = lim P Z z[n]

Fig. 6(c) indicates that harmonic distortion is not visible with ";1

full randomlzathn DEM. As demqnstrateq by the S|mulat|qn M, = lim 1 Z x(i)[n]

results and confirmed in the following section, the DAC easily P—oo 7 £~

provides 90 dB of SFDR, and is thus applicable to the DDgg

system mentioned in Section |I. o 1 ’
Additional details of the simulation results are as follows. Mip = lim - > 2@ nleW ]

The PSD’s were each estimated by averaging 16 ledgth- n=1
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Fig. 6. Simulated PSD’s relative tc?

max

of an example 8-bit DAC of (a) the ideal DAC outpyin], (b) the DAC outputy[r] with no random switching,

(c) the outputy[r] with full randomization DEM, and (d) the signa{n| — x[nr] with full randomization DEM.

respectively, and let thBme-average autocorrelatioof xz[n]

be defined as

Ry [K] hm x[n]x[n + k.

||Mw

The time-average autocorrelation gfr] is defined analo-
gously withz replaced byy in the above definition. The two
main theoretical results of this paper can now be stated a

follows:

B in (5), and expressions far®[n] in (6) are developed in
Appendix B. For now, it suffices to know that the random
processesU@[n] depend only upon the static DAC-element
errors and are zero-mean, white, and uncorrelated wjith
Notice that the above results hold for any underlying statistical
distribution or correlation properties of the static DAC-element
errors.

Result 2: If M, and R,.[k] exist, then

. M,=aM,+p 7
Result 1: The output of the proposed DAC with full ran- y = +f 0
domization DEM can be written as . . ,
Ry lkl=a Ry K] +7 + 7570k 8
y[n] :ax[n]+/3+e[n] (5) yy[ ] o [ ]+77+0 [ ] ( )
wheree[n] is a zero-mean, white random process of the forMfith probability 1, where
b = _ AT 2
‘ ‘ n=2afM,+p3 9)
efnl = Y wOnlsVfn) © and
=1
and eachw®[n] is a zero-mean, white random process. o’ = Z Yi x()+z Z YiiMyip.  (10)

Appendix A provides exact formulas for the constantand

=1 i=j+1
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Appendix B provides formulas for the constant coefficientSig. 7(a)—(d) shows plots @ in decibels relative ta2 . for

~; and -, ; in (10). For now, it suffices to know that thesefour nominally identical 8-bit versions of the proposed DAC.
coefficients depend only upon the static DAC-element erroiBhe DAC'’s differed only in the static DAC-element errors,
As before, this result holds for any underlying statisticalhich were randomly chosen from a normal distribution with
distribution or correlation properties of the static DAC-elemera standard deviation of 0.5%. In each case, the DAC was

errors. driven by a sinusoidal input and the plot show’scomputed
using (10) as a function of input amplitude and frequency.
C. Comparison of Simulation Results and Theory In general, only minor dependency on frequency is observed,

To summarize, (8) states tha,, [k] consists of a scaled yvhereas depende_n% on amplltuo_le is stronge_r. Notice t_hat_there
is no clear trend irg= as a function of amplitude, which is

version of i, [k], a DC-offset, and white DAC noise. Thlsi contrast to the behavior @f? in [4] whereina? decreases
general conclusion is similar to the corresponding result in [ \/B . : .
ith increasing amplitude.

and is clearly supported by the §|mulat|on results of Fig. 6. Fig. 8(a)—(d) shows plots of? in dB relative to z2
It follows from (5) that a nonunity value af causes a term . . L Tmax
. . . for the same four example 8-bit DAC'’s as in Fig. 7 when
corresponding tda— 1)z [n] to occur in the signaj[n]— z[n].

This scaled version af[n] occurring iny[n] — z[n] therefore driven by the sum of two DC-offset sinusoids, i.e:[n]
has power " g ihyln] —xin being the quantized version of;[n] + z2[n] + Tmax/2,

where z1[n] = Ajsin(win) and z3[n] = Assin(wan). In

each plot, the amplitude of each sinusoidal component was

fixed at A, = A, = 63, and 3> computed using (10) is

shown as a function of;; andw,. Again, 72 exhibits little

relative to the power of:[n]. Similarly, it follows from (5) dependency on input frequency and attains average values of

that the DC component occurring ¥in] — z[n] has power  _74.82,-77.84,—73.02, and-74.33 dB, respectively. Thus,

the random variation of the static DAC-element errors of the
3 2 example DAC'’s causes a spread in the average valug’ of
APpc = 1010g10 <Oé -1+ ﬁ) dB (12) of 4.82 dB.

AP, = 10log; [(e — 1)%] dB (11)

x

relative to (M,)?. To compare these predictions with the IV. IC FABRICATION YIELD ESTIMATION
simulation results, the randomly chosen static DAC-eIgmentWith knowledge of the statistical distribution of the static
errors of the example 8-bit DAC were summed according B

the formulas forx and3 given in Appendix A, and resulted in AC-element errors, an IC—fa}br|cat|on yleld_ e;tlmate of the
a—1 = —6.4361 x 10~* and3 = 7.5634x 10-2, respectively. proposed DAC architecture with full randomization DEM can

Evaluating (11) and (12) with these valuescofind 3 results be performed using (10). IC-fabrication yield estimation data
in AP, — —63.83 dB and APpe — —85.95 dB. Measuring provides a means by which to estimate the percentage of
w = —63. DC = —3o. :

theoffets coresponcing P andA P using the dataof [FCEEE BCE TR PR OSEE BL SR IO,
Fig. 6(a) and (d) yields-63.82 and—85.96 dB, respectively, i y b

in agreement with the theory. Furthermore, evaluating (15 ed in the following was first introduced in [4] and |s_b§15ed
on the idea of computing a large number of sampleg-of

for the simulated values of static DAC-element errors yiel 3r a given level of static DAC-element errors, thereby gen-

a power of the DAC noise 0f?> = —75.45 dB relative to . . 2
9 . ) ) . feratmg data that closely resemble the corresponding statistical
T Numerically integrating the DAC noise component odistribution of 52

the PSD of Fig. 6(d) r'e.sults IR 75.44 dB, in ggreement W'th. For example, Fig. 9(a)—(d) shows IC-fabrication yield es-
the theory. As an additional comment pertaining to the detajls .. . . .
. L ) . : Imation data corresponding to 4-, 6-, 8-, and 10-bit DAC's,
of Fig. 6, it is evident from a comparison of Fig. 6(c) an .
AT o ) .._respectively. In each case, from top to bottom, the curves show
(d) that = is negligible relative to the power of the white _
o . the largest of the smallest 95, 65, 35, and 5%zofvalues
quantization error and dither term efn]. . ; . 9 . L
in decibels relative torz. ., respectively, when driving the
DAC by a maximum-amplitude DC-offset sinusoidal input of
frequencywy = 522. Each figure shows? versus increasing
The most significant performance equations in the abostandard deviation of the static DAC-element errors, and each
are (8) and (10), which state that the DAC noise is white aryield estimation is based upon 5000 calculated values. The
give a formula for the power of the DAC noise, respectivel\static DAC-element errors were chosen as samples of indepen-
As is evident from (10)z2 is a linear combination of the dent, normally distributed random variables with a standard
time-average means of the individual bitsagf:] plus a linear deviation ranging from 0.05 to 2%. This particular choice
combination of the time-average means of the products aff static DAC-element errors was made for demonstration
pairs of bits of z[n]. If z[n] is the quantized version of purposes only; any other distribution could have been used
a sinusoid Asin (wn), it follows that > depends on both without changing the yield estimation procedure.
amplitude A and frequencyw. This is different from the  For example, with a standard deviation of 0.5%, the data of
architecture presented in [4] for whici? only depends on Fig. 9(c) predicts that 95% of all 8-bit DAC's will satisfy

signal amplitude. To demonstrate typical behavior @, &> < —72 dB relative toz2__ and that 5% will satisfy

max

D. An Interpretation of the Performance Equations
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Fig. 7. Plots ofz? in decibels relative ta:2 . for four nominally identical 8-bit versions of the proposed DAC. The DAC's in (a)—(d) differed only in the
static DAC-element errors, which were randomly chosen from a normal distribution with a standard deviation of 0.5%. In each case, the DAC was driven

by a sinusoidal input and the plot showg computed using (10) as a function of input amplitude and frequency.

Normalized frequency (rads)

o2 < —81 dB relative toz2 .. Thus, 90% of all 8-bit DAC’s in &2 as a function of sinusoid amplitude is observed, and
fabricated satisfy repeating the yield estimate calculations with sinusoids of
_ different amplitudes gives results very close to the data in
—81dB <7 < ~72dB Fig. 9. Consequently, when computing a large number of
relative to #2,, . This conclusion is supported by thevalues ofz?, the spread of” caused by varying amplitude is
data of the simulated example 8-bit DAC of Fig. 6, fotargely absorbed in the spreadst caused by varying random
which 3> = -75.44 dB relative to z2__, and by the static DAC-element errors. It follows that Fig. 9 represents IC-
four example 8-bit DAC’s of Fig. 7, for whict¥? equals fabrication yield estimation data valid for sinusoidal inputs of
—75.53,—78.35, —73.91, and —75.57 dB, respectively, all any amplitude and frequency.
relative toz2 .
As mentioned previously, when driving the DAC by a
sinusoidal inputg2 depends on both amplitude and frequency. V. PERFORMANCE DETAILS FOR
With a strong dependency, this property would limit the PARTIAL RANDOMIZATION DEM
usefulness of the IC-fabrication yield estimation technique in In practice, a number of factors other than the static DAC-
that the resulting data only would be applicable to DAC’slement errors limit the SFDR achievable by the DAC. Non-
driven by a particular sinusoid. However, as was demonstratdéal circuit behavior such as clock-skew, clock coupling, and
in Fig. 7,52 is largely independent of sinusoidal frequencyfinite slew-rates inevitably contributes to harmonic distortion
and repeating the yield estimate calculations with maximurof the DAC output. Thus, the total amount of harmonic
amplitude sinusoidal inputs of several different frequencielstortion of the DAC can be viewed as the effects of two
gives results very close to the data presented in Fig. 9. Aesmponents, namely a component caused by the static DAC-
was also demonstrated with the data in Fig. 7, no clear treatment errors and a component caused by all other nonideal
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Fig. 8. Plots ofz? in decibels relative ta2 . for the same four example 8-bit DAC'’s as in Fig. 7 when driven by the sum of two sinusoids. In each plot,
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circuit behavior. To the extent that the latter component g&witching is increased. The maximum-amplitude spurs of
below—or can be attenuated to—the maximum allowable levieig. 10(a)—(c) have powers73.55,—89.47, and-97.49 dB,

of harmonic distortion for a given DAC application, a betterespectively, relative to the power of the desired sinusoidal sig-
“engineering solution” to mitigate the effects of the statigal of frequencywy. Several simulations using other sinusoid
DAC-element errors might be to merely attenuate the resultifgquencies and amplitudes similarly support these findings.
harmonic distortion to the maximum allowable level, therebgonsequently, the SFDR’s provided by the DAC are 73.55,
possibly reducing the hardware requirement of the DEND.47, and 97.49 dB, respectively. The parameters used to

technique. The simulation results presented in the followingmpute the PSD’s were identical to the parameters used to
indicate that partial randomization DEM indeed offers sucgbmpute the PSD’s of Fig. 6.

an option. To summarize the simulation results of Fig. 10, partial ran-
domization DEM increasingly suppresses harmonic distortion
A. Simulation Results as the number of layers with random switching is increased,

Simulation results for partial randomization DEM are show@nd may suffice to provide the necessary dynamic range for
in Fig. 10. In particular, Fig. 10(a)—(c) correspond to the signél given application. For example, three layers of random
y[n] — z[n] with random switching in layer 8, layers 7 and 8switching would suffice to provide the desired minimum 90
and layers 6-8, respectively. Fig. 10(d) correspondg[td dB of SFDR for an 8-bit DAC applicable to the DDS system
with random switching in layers 6-8. In all cases, the DA@entioned in Section |. As quantified in the next section, the
input and static DAC-element errors were identical to thod@rdware complexity of the digital encoder is greatly reduced
used for the full randomization DEM example of Fig. 6with partial randomization DEM.

The simulation results indicate that the harmonic distortion Additional research is needed to theoretically quantify the
is gradually attenuated as the number of layers with randgerformance of partial randomization DEM. Among the goals
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Fig. 9. IC-fabrication yield estimation data for (a) 4-, (b) 6-, (c) 8-, and (d) 10-bit versions of the proposed DAC. The static DAC-element erctrssenre
from a normal distribution with a standard deviation ranging from 0.05 to 2%. In each case, from top to bottom, the curves show the largest of the smalles
95, 65, 35, and 5% of2 values in decibels relative to? respectively, when driving the DAC by a sinusoidal input.

for such research would be a determination of a guarantdedvhereas the digital decoders in [2] and [4] require the same
minimum SFDR given a specific degree of randomization. number of random control bits as binary switches.
It follows that the number of required random control bits
has been reducedxponentiallyin & compared to the prior
V. art, and that the number of required binary switches has
The hardware complexity of the digital encoder is a functiobeen reducedinearly in . As an example, an 8-bit DAC
of both the required number of binary switches and theith the digital encoder architecture presented in [2] requires
required number of random control bits. As will be showapproximately twice as many binary switches as the proposed
in the following, the proposed architecture has much lowérchitecture, whereas 128 times as many random control bits
hardware complexity than the prior art. are required.
A detailed comparison of the hardware complexity of
A. Full Randomization DEM moderate-resolution D_AC’S is shpwn in Fig. 11. 1t shows_
the hardware complexity of the digital encoder presented in
To determine the number of required binary switches, recgl] and the proposed architecture for bit-resolutions 6-12. The
that the switching blocksy, - requiresk binary switches. From table entries are given as paits/y), wherez is the number
this, it can be shown that the total number of binary switche$ binary switches and; is the number of random control
required by the digital encoder ofbebit DAC is 2°+1 —b—2. It  bits, respectively.
can furthermore be shown that the number of required binar
switches of the digital encoders presented in [2] and [4]
b2°~1 and (b — %)2", respectively. The number of random As discussed previously, very low hardware complexity
control bits required for the proposed digital encoder is simplg achievable with partial randomization DEM. To obtain a

HARDWARE COMPLEXITY OF THE DIGITAL ENCODER

. Partial Randomization DEM
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Fig. 10. Simulated PSD’s relative t¢/,, . of an example 8-bit DAC with partial randomization DEM of ()] — x[n] with random switching in layer 8, (b)
y[n] — z[n] with random switching in layers 7 and 8, (g)n] — x[n] with random switching in layers 68, and (g]:] with random switching in layers 6-8.

Fig. 11.

DAC Bits 6 7 8 9 10 1 12
Digital Encoder

Presented in [2] 192 7 192 | 448 / 448 | 1024 /7 1024 | 2304 / 2304 | 5120 / 5120 | 11264/11264|24576/24576
Proposed

Digital Encoder 120/ 6 247 1 7 502/ 8 (10137 9 (2036/ 10 (4083, 11 |8178/ 12

Digital hardware required to implement the digital encoders presented in [2] and of the proposed architecture versus the DAC bit-Tésolution

table entries are given as paifs/y), wherex is the number of binary switches andis the number of random control bits.

precise count of the hardware requirement, suppose that gight random control bits for full randomization DEM and the
digital encoder implements random switching in layets requirement of 1024 binary switches and 1024 random control
throughb. It can be shown that the number of required binaryits for the digital encoder in [2]. To further illustrate the
switches is(R + 1)25_R+1 — b — 2. The required number of reduction of hardware complexity when using partial random-
random control bits is simply — R + 1 (i.e., the number of ization DEM, the hardware complexity of an 8-bit example
layers with random switching). DAC versus the range of layers with random switching is
As an example, it follows that the 8-bit DAC with randontabulated in Fig. 12.
switching in layers 6-8 requiréd x 8 — 8 — 2 = 46 binary Finally, it should be mentioned that the reduction in hard-
switches and merely three random control bits. This shouldare complexity obtained with the proposed digital encoder
be compared to the requirement of 502 binary switches aatthitecture also yields a major simplification in very large
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Layers with
Random Switching| 8 7-8 6-8 5-8 4-8 3-8 2-8
Hardware
Complexity 8 /1 22 /2 46 /3 | 8 /4 15075 |246/ 6 |3747 7

Fig. 12. Hardware complexity versus the range of layers with random switching of an example 8-bit digital encoder. The table entries are given as pairs
(z/y), wherex is the number of binary switches andis the number of random control bits.

k X, 201001

xk’ ,-[n] k;}-] xk—I, 2,.["]

Sk, r[n]

Fig. 13. The signal processing equivalent of the switching bl6gk,.

scale integration (VLSI) layout; generating and routing 1024om static DAC-element errors below the level of inevitable
random control bits is significantly more difficult than generharmonic distortion.
ating and routing 8 or fewer random control bits.

APPENDIX A

The purpose of this appendix is to verify that the output

VIl. CONCLUSION y[n] of the proposed DAC architecture with full randomization
(E)EM or partial randomization DEM is of the general form
gted in [5], which will be repeated shortly for convenience.

proposed architecture is significantly more hardware efficie en, in Appendix B, the general form of the DAC noise

than the prior art, yet provides similar performance witﬁf”]S gl\t/_en lrlllere 'g rewritten tq thi fotr;n stat.ed n Re;ult 1
respect to suppression of harmonic distortion. gerivicdlon » and an expression for the variancecpf] is

For full randomization DEM, quantitative results giving .
the power of the white conversion noise have been stat&aBefore stating the general form of the DAC output as

and proven, and yield estimates have been presented SF“’?" in [5],afew defini.tion.s are first presented. The DAC,S
selected bit-resolutions and VLSI process statistics. Compuf&ns'dered in [5] rlgve S\éwtc.hltn%b'loclf.s thlast perfc(j)rm the S'ﬁnal
simulation results have been presented that fully support %rocessmg operations depicted In g. 15, and, as IS Shown

e
theoretical results for an example 8-bit DAC applicable to .

A new hardware-efficient dynamic element matching DA
architecture appropriate for DDS has been presented.

elow, the switching blocks of the DAC architecture proposed
certain DDS system in this paper can also be viewed as shown in Fig. 13.Fhée-

Simulation results show that harmonic distortion is greatgt input of 5y, is denotedry, »[n], and the tWOk'b.'t outputs
suppressed with partial randomization DEM, which offers (_jenOtedU’“—le”—l[”] anc(jif’“—“”[”]’ respectively. The
considerable additional reduction in hardware complexity. 4t Pit of @, .[n] is denoteds; ", [n]. The sequencey, ,[n] is
has been shown that for an 8-bit DAC with partial randongenerated_wnhln the switching block, and as can be verified
ization DEM, merely three layers of random switching sufficEom the figure,

to provide_ greater than 90 dB o_f_SFDR, as des_ired for the Skor[n] = Th_1, 0r—1[n] — Th_1, 20[0]. (13)
DDS application in question. Additional research is needed to _ o

theoretically quantify the performance of partial randomizatiohn® results in [5] giving the general form of the DAC output
DEM. Of particular interest would be the determination ofan now be stated as follows. _

a guaranteed minimum SFDR given a specific degree ofClaim A: The outputy[n] of ab-bit version of the proposed

randomization. DAC architecture with full randomization DEM or partial
Nonideal circuit behavior such as clock-skew, clocki@ndomization DEM is of the form
coupling, and finite slew-rates inevitably contributes to y[n] = azn] + B + ¢[n] (14)

harmonic distortion of the DAC output. Such nonideal circuit

behavior is typically quite implementation dependent, anhere

research to quantify and mitigate its effects must be performed 1 2¥

on a case-by-case basis. Nevertheless, the results presented in a=1+ o Z (en, —er,) (15)
this paper are still applicable to such situations. In particular, i=1

partial randomization DEM promises to offer the option of 2

reducing the hardware complexity of the DEM technique to a g = Z el (16)
minimum, while still attenuating harmonic distortion resulting i=1
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and Collecting and rearranging terms using (22) yields,[n] =
b 20k dy, »[n]. Similarly, it follows that s .[rn] = —dj, [n] when
el =Y Y Ay rsp, [0l (17) en] = 1. This verifies (23) and (24).
k=1 r=1 To verify (20), notice that the terrﬂ’“a:ék),,[n] in (24) is
In (17) even becausg is a positive integer. Thus, }szy,,[n] is even,

dy, »[n] is even, and ifry, .[n] is odd,d}, [»] is odd.
To verify (21), notice that ifa:gfz,[n] = 1, (22) implies
T ok ( z; . [en =) = en o =€)l gkt < 4, 0] < 2%, Thus, from (23) and (24)
i=(r—1)2F 41

(r—1)2k42k=1

(18) s, r[n]| = ok _ xk, (0] < 2, [n].

and sy .[n] is defined by (13). These results do not depe@imilarly, it 20 [n] = 0, (22) impliesO < a4, [n] < 2
upon any particular form or statistical property of the :statignd thus kor ’ - - ’
DAC-element errors.
Proof: As shown in [5], to prove the above claim for the sk, r[0]]| = Tk [0] < ok _ T[]
DAC with full randomization DEM, it suffices to verify
which verifies Claim A for full randomization DEM.

@y,1[n] =x[n] (19) " The digital encoder with partial randomization DEM em-
s ] = { even, _ifa?k,r[”] ?5 even (20) ploying random switching in layer® throughb is equivalent
! odd, ifz, ,[n] is odd to the digital encoder of full randomization DEM for which
and exn] =1, k=1,2,---, R— 1. Thus, it follows that Claim
A also holds for partial randomization DEM. [ |
|k, »[n]] < min{zy .[n], 2 — 2x, . [0]}. (21)
APPENDIX B

To accomplish this, a definition of the numerical value of
xk,»[n] IS needed. The purpose of this appendix is to verify that the DAC
Definition: The numerical value of the input and outputs ofoisec[n] has the form stated in Result 1 of Section Ill, and
the switching block proposed in this paper must be interprettsl provide an expression for the variancedpt].
according to Claim B1: For ab-bit version of the DAC architecture with
full randomization DEM, the DAC noise is a zero-mean, white

k
T o[n] = Z 21‘_1%;;7)7‘[%] + 37;3),,[71]- 22) random process of the form
=1 b
Thus, z,.[n] is the sum of a conventionat-bit unsigned e[n] = Z w O n)e[n] (26)

=1

binary number and an “extra LSBa’:’gf)r[n].
First, to verify (19), recall that the input to the switchingyhere eachs(")[n] is a zero-mean, white random process of

block S, ; was defined in Section Il according to the form
xl()?)l [n]=0 and xl()f)l [n] = x(i)[n]v 1<i<h. w® [n] = wﬁi)[n]. (27)
Inserting this in (22) yields (19). In (27)
Next, it will be shown that the switching blocks presented ’
in this paper perform signal processing according to Fig. 13 ) g2t ‘
such that w]@ = Z (en,, —er,) — 27 Ha —1) (28)
[ dy[n], ifen]=0 m=(—1)2 7+
swrlel = { —dioln], =1 @9 and .
where hiln] = 2eig[n] + (1 - aln]) + 1. (29)
j=1
d. »[n] = zk, »[n] — 2’“3:&)1[71] (24) !

_ _ The above results do not depend upon any particular form or
andc[n] is the random control bit of thith layer. Then, (23) statistical properties of the static DAC-element errors.

and (24) will be used to verify (20) and (21). Proof: By virtue of Claims A and B, it is sufficient to
Supposery[n] = 0. It follows from Fig. 3, (13), and (22) show that (17) is equivalent to (26), which will be accom-
that plished by induction. First, notice that substituting (22) into
k—1 ‘ k—1 (23) and (24) withk = b and usingz, 1 [n] = 0 gives
sieln] = Y 27 ) 0]+ 20 [n] - (Z 2+ 1)
=1 =1

b—1
_ (_1\{d—=cs[n]) b—1,.(b) _ i—1,.(¢)
= A R S att)
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which, combined with (18), yields Using (30) and invoking the induction hypothesis, (33) may
be written as

Dy, 18p,1[n] i

(1—Cb’+1["1)25 +2°

1 (1—cp[n])2b 14281
~ Y21 Z (en,, —er, —a+1) eln] = Z (en, —ep, —a+1)

m=(1l—cy[n])20—-141 nl=(1—cb/+1[n1)2",+l

b—1 Y .
b—1 (b i—1,.(i / 2=
-{2w”m—;2 ﬁ%@- (30) .%Wmm—ZQyAM&
i= =1
To establish the induction basis, fet 1. Then, from (17), Y @) 4
+ Z w )z [n)]. (36)
6[71] = Al: 181, 1[71] (31) i=1
. . . From (33), it follows that
and inserting (30) yields
b/

(1—ec1[n])+1 TR il ool
elnl = { > (en. e, —a+t 1)}3:(1)[71]. ; [ n] = exln] + ea[n]

m=(1—ci[n])+1 61[71], if Cb/+1[7’L] =0

o { 62[71], if Cb/+1[7’L] =1

wherew®[n] is calculated from (27) witlh = ¥'. The desired
result can now be shown by comparing the coefficients of
+@[n],1 < i < ¥ +1in (36) with the coefficients determined

This can be written as

efn] = w [l Vn] (32)

where from (26) with b = ¥ + 1. The coefficient ofz(*'+1[n] in
W] =wil,, and hifn] = (1 - cifn]) +1 (36) is
_ _ ) (1—cyr oy [n])2" 42
so e[n] has the form of (26) fob = 1. Sincecy[n] is a white 1 37
random process with possible values 0 and 1, it follows that Z ) (eh,, = er,, —a+1), @37)
hy[n] is @ white random process with possible values 1 and 2. m=(1=cyr 1 [n])27 +1

But /; [n] determines the value a6V [n] to be eitherw!") or hich e/ +0) red. Next _
w§1)7 and thusw)[n] is a white random process. It foIIows\(')V ITCheeg(;JSﬁ?é]ient O]Lngg)as als s<er/e < .b’ ienx (3%;'[)'2??; In} =
from (32) thate[n] is a white random process. Furthermore;” i 1< s

(23) and (31) show that[n] is zero-mean, and it follows from L n
(32) thatw()[n] is zero-mean. @ 27 o
Next, suppose the claim holds far< & < ¥'. It will be wln] = 25 > (en, —e, —at).

shown that the claim holds fdr + 1. Notice that (17) may m=2""+1

be written as Inserting the definition ofv(*)[n] with b = &’ and rearranging

efn] = Dy s asyariln] Feln] +esfn]  (33) ©MS vields
hg[n}?i_l
where (en,, — e, —a+1)
o ob —k m=(h;[n]—1)2¢—141
ern] = Ap Sk rln 34 . . . .
1ln] ; 12::1 ey (34) which equalsw(?[n] with b = ¥ + 1. For cyy1[n] =1, it can
and similarly be shown that the coefficient af”)[n] in (36) is
b 26’—k
14 i—1
es[n] = A ovk Sy L ov—k[n] 35 (2" +hi[n)2
2[n] ; ; k2= g,y =4[] (35) (en. —er —a+1)

rn:(?bl-l—hi[rﬂ—l)?i—l-l—l

It will next be argued that;[n] = 0 if ¢ry1[n] = 1, and

that es[n] = 0 if cyp1[n] = 0. Supposecyyi[n] = 1. as asserted. It follows from (37) that®'+D[n] is a white
Since z(* *[n] is either 0 or 1, it follows from Fig. 3 and random process. Thus, by the induction hypothesis} is a
(22) thatzy 1[n] is either O or2?. Consequently, all the white random process. Also by the induction hypothesip;]
2.+[n],1 <k <V,1 <r <2YF are either 0 or*. Thus, and ey[n] in (33) are each zero-mean. It then follows from
by (24) and (34)¢1[n] = 0. Similar reasoning verifies that (23) and (24) that[n] andw(®'+1[n] are zero-mean random
ez[n] = 0 1f ¢ryq[n] = 0. processes. ]
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Claim B2: The variance ok[n] is given by where each value occurs with probability2:—/. Combining
(43) and (44) yields

b b1 b
Var{e[n]} = Z %x D]+ Y v e n]eY ] E{w® [n]w [a]}

j=Lli=j+1 L
1 1
where = oot 3y Z
1 gb—it1 r=0
_ ()12 b—i i—j
Y=g 2 )] (38) EA 0
ob—it1 3 (4) €)
i=1 ’ Z Wok—14+(1—r) Z wQ{—j(Qk—Q—i—r)—i—rn - (49)
and k=1 m=1
26—7‘
o1 GENO) To proceed with the verification of (42), it will be shown in
Tid T gh—j-1 kz_l Wak—1"2k - 39 e following that
Proof: Sincee[n] is zero-meanyar{e[n]|} = E{¢?[n]}, 27 0 @
whereE{-} denotes the statistical expectation operator. Using Z Waimi (ah—24r)+m = Wak—14+ (46)
(26) and rearranging terms results in m=1
b From (28) it follows that (46) can be verified by establishing
Var{e[n]} = Z E{(w®[n])?}29[n] the appropriate limits for the summation of the terag, —
i=1 er,, — o+ 1). The lower summation limit on the left-hand side
b—1 b " 0 of (46) can easily be found to be
+2 E{w'\"[n]w"Y’[n]} 4
; ;1 [(2k —147)—1]27 + 1. (47)
-2 [n]zP[n] (40)  Similarly, the upper summation limit on the left-hand side of
where use was made of the equality®[n]}2 = «(®[n]. To (46) can be found to be
evaluate (40), consider fir&{(w[n])?}. By the definition (2 — 14721, (48)

in (29), h;[n] can be viewed as the value associated with a

(b — i+ 1)-bit binary number, offset by 1, where the valueghen (46) follows from (28) using (47) and (48). Furthermore
of the bits are determined by [n].k =4,¢+ 1,---,b. The

two possible values ofy[n] are equiprobable and[n] is L (@) (@) @ @)

: ) : . b—it1 Zwl_ Wt = 2ws, Wy,
independent ofc;[n], £ # j, so it follows that the2 2k—1+(1—r) " 2k—1+7 2k—1"2k

different values ofh;[n] are equiprobable. It then follows =0

from (27) that the20—+1 different values ofw(”[n] are and (45) reduces to (42). Claim B2 follows from (40)—(42),

equiprobable, i.eqw®[n] = wj(”) with probability 1/20=#+%,  and the definitions of; and-y; ;. [
Thus
1 20t 0 APPENDIX C
% 2\ )2
E{(w®n])*} = ob—it1 Z [w;”] (41) The purpose of this appendix is to verify the time-average
=1 properties of the DAC output with full randomization DEM
as asserted. as stated in Section Il by Result 2, given here in its complete
It will next be shown that form as o -
, 2T Claim C: If M, and R.,[k] exist, then
B lun]) = kz_l wi) ws). (42) M, = ol + 49)

As derived in the abovey®[n] depends omy[n], k =i, i+ and
1, -, b, andw9[n] depends ony[n], k=74, 5 +1,---, b. = 9 _  _a
Thus, it follows thatw(?)[n] assumes one &~/ equiprobable Ryy[k] = o Roo[k] + 7 + 07 6[K] (50)
values depending upon the value ©f[n]. Specifically, for ith probability 1, wherex is given by (15),3 is given by

a given value ofw(®[n], (27) may be rewritten as (16),
WOl =wy oy RE{L 2 27, 7= 2080, + 3 (51)
re{0,1} (43)
and

wherer is the value ofc;[n]. As can be verified from (29),

: b b=1 b

the possible values ab)[n] can then be specified in terms _o vl o

of k, r, and an integer parametes according to 7= 2 ViMoo + 221 ‘Z;rl Vi M- (52)
1= 3=1 =y

€)) ) S = . i
wn] € {wyisop gy pmim =120, 277 (44) (52),v; and~; ; are given by (38) and (39), respectively.
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Proof: From Result 1 it follows that

27

[4] 1. Galton and P. Carbone, “A rigorous error analysis of D/A conversion

with dynamic element matching|EEE Trans. Circuits Syst. Ivol. 42,

E{y[n]} = cxln] + 5

pp. 763-772, Dec. 1995.

[5] I. Galton, “Spectral shaping of circuit errors in D/A converteEEE

and consequently

Trans. Circuits Syst. JIto be published.
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[7] R. van de Plasschéntegrated Analog-to-Digital and Digital-to-Analog
Converters Boston, MA: Kluwer, 1994.

n=1 [8] A. V. Oppenheim and R. W. Schafdbiscrete-Time Signal Processing

To deduce that (49) holds with probability 1, it suffices to
show thaty[n] obeys the strong law of large numbers. By the
Kolmogorov Criterion, it suffices to show thgfn| has finite
variance. This follows immediately becausfe| and the static
DAC-element errors are bounded.

To verify (50), consider first the statistical autocorrelation
of y[n] defined ask,,[n, k] = E{y[n]y[n + k]}. From Result
1 it follows that

Ryy[n, k| = E{(az[n]+B+e[n])(az[n+ k| +5+e[n+E])}.

Expanding, collecting terms, and making use of the fac
that ¢[n] is a zero-mean, white random process ard] is
deterministic, results in
Ryy[n, k] = a2afnlaln + k] + af(z[n] + =[n + k])
+ 8% + o [n]8[k]

<k

where
o%[n] = E{¢*[n]} = Var{c[n]},
Then using Claim B and the definitions gfand&?2,

r
.1 - _
Jim §_j Ryy[n, k] = 0*Ryo k] + 7 + 52 6[k].

n=1

An argument identical to that presented for the correspondi
result in [4] establishes (50) with probability 1. [ |
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