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Abstract—A known approach to reducing harmonic distortion in D/A converters involves a technique called dynamic element matching. The idea is not to reduce the power of the overall conversion error but rather to give it a random, noise-like structure. By reducing the correlation among successive samples of the conversion error, harmonic distortion is reduced. This paper presents the first rigorous and quantitative theoretical analysis of the conversion error introduced by an important type of D/A converter with dynamic element matching. In addition to supporting previously published experimental results that indicate the conversion error consists of white noise instead of harmonic distortion, the analysis provides an expression for the power of the white noise in terms of the power of the input sequence and the component matching errors. A yield estimation technique based on the expression is presented that can be used to estimate how the power of the white noise varies across different copies of the same D/A converter circuit for any given component matching error statistics.

I. INTRODUCTION

IDEALLY, a digital-to-analog (D/A) converter transforms a sequence of values represented as b-bits numbers to exactly the same sequence of values represented as analog voltages. Consequently, from a signal processing point of view, an ideal D/A converter implements the identity operation on its input and is therefore a linear system. However, practical D/A converters introduce errors that cause the values represented as analog voltages to differ from the corresponding values represented as b-bits numbers. Thus, the sequence of output values can be written as $y(n) = x(n) + \varepsilon(n)$ where $x(n)$ is the sequence of input values and $\varepsilon(n)$ is a sequence representing the D/A conversion error. In general, $\varepsilon(n)$ is a nonlinear function of the input sequence, so practical D/A converters are generally nonlinear devices.

The nonlinearity of $\varepsilon(n)$ gives rise to harmonic distortion that in many applications proves to be the limiting factor in overall system performance. For example, direct digital synthesizers have been shown to be performance limited by the harmonic distortion arising from the nonlinearity of currently available D/A converters [1], [2]. Similarly, the accuracy of delta-sigma A/D converters are often limited by D/A converter linearity [3].

Interestingly, in many applications that require D/A conversion and are sensitive to harmonic distortion, the bit width, $b$, of the sequence to be D/A converted is not large. Therefore, relatively coarse D/A converters often suffice provided they do not introduce too much harmonic distortion. For example, it has recently been shown that direct digital synthesizers with highly linear 8-b D/A converters (i.e., D/A converters wherein $b = 8$) can achieve 90 dBc spur suppression [1]. Even coarser D/A converters are typically used in delta-sigma A/D converters [3], [4].

In principle, reducing the power of $\varepsilon(n)$ reduces the harmonic distortion, but for a given D/A converter architecture the power of $\varepsilon(n)$ can only be reduced at the expense of increasing the precision of the circuit technology. Hence, the limitations of the circuit technology generally place a lower bound on the power of $\varepsilon(n)$. An alternative approach to reducing harmonic distortion in D/A converters involves a technique called dynamic element matching [5]–[9]. The idea is not so much to reduce the power of $\varepsilon(n)$, but rather to give it a random, noise-like structure. By reducing the correlation among successive samples of $\varepsilon(n)$, harmonic distortion is reduced. A particular version of the approach introduced by Carley [8], [9] is an extension of the well known flash technique often used for fast A/D conversion [10]. Carley’s approach, which will be reviewed in detail below, involves the use of a randomizing digital encoder to effectively decorrelate successive samples of $\varepsilon(n)$. For lack of an existing name, this paper will refer to D/A converters based on Carley’s approach as stochastic flash D/A converters.

The main contribution of this paper is a rigorous and quantitative theoretical analysis of the conversion error introduced by stochastic flash D/A converters. Although Carley demonstrated a 3-b stochastic flash D/A converter for use as part of a 15-b delta-sigma modulator D/A converter and showed experimentally that the system introduces very little harmonic distortion, no mathematical analysis of the stochastic flash D/A converter has been published previously. The analysis developed in this paper indicates that, under mild circuit performance assumptions, the only distortion introduced by $\varepsilon(n)$ is that of a gain error, a dc offset, and an additive white noise component. Hence, in principle, stochastic flash D/A converters introduce no harmonic distortion whatsoever. In addition to supporting Carley’s observations, the analysis provides expressions for the gain error, dc offset, and the power of the white noise in terms of the mean and power of the
input sequence, and the specific component matching errors. A general yield estimation technique based on the expression for the power of the white noise is presented that can be used to estimate the distribution of the white noise power across different copies of the same D/A converter circuit for any set of component matching error statistics.

The remainder of the paper is divided into four main sections. Section II reviews the stochastic flash D/A converter approach in detail. Additionally, an efficient digital encoder architecture based on a Beneš network [11] is proposed that is appropriate for a monolithic 8-b stochastic flash D/A converter. Theoretical results are developed in Section III and the Appendix that characterize the conversion error in terms of the time-average mean and autocorrelation of the D/A converter output. The yield estimation technique is also presented in Section III. Simulation results are presented in Section IV. Section V describes the application of an 8-b stochastic flash converter to direct digital synthesis, and presents simulation results of the overall system.

II. THE STOCHASTIC FLASH D/A CONVERTER ARCHITECTURE

The stochastic flash D/A converter architecture is shown in Fig. 1. It operates on a sequence of digital numbers, \( x(n) \), and produces a sequence of analog output values, \( y(n) \). In a manner that will be described below, the stochastic encoder maps each input value to \( N \) 1-b output values, \( a_1(n), a_2(n), \ldots, a_N(n) \). These are converted into analog voltages or currents by the \( N \)-1-b D/A converters and then summed to produce \( y(n) \).

The input sequence, \( x(n) \), is assumed to be a deterministic sequence of numbers with values \( x(n) \in \{ x_{\min} + k\Delta : k = 0, 1, \ldots, N \} \) where \( \Delta \) is the step-size of the D/A converter and \( N > 1 \). Thus, \( x_{\min} \leq x(n) \leq x_{\max} \) where \( x_{\max} = x_{\min} + N\Delta \). For each value of \( x(n) \), the stochastic encoder sets \( K(n) \) of its output lines to one and the remaining \( N - K(n) \) of its output lines to zero where

\[
K(n) = \frac{x(n) - x_{\min}}{\Delta}.
\]

For each value of \( x(n) \), this can be done in \( \binom{N}{K(n)} \) different ways. The idea behind dynamic element matching is to have the stochastic encoder choose among the \( \binom{N}{K(n)} \) possibilities randomly.

Formally, the operation of the stochastic encoder can be described as follows. Let \( a(n) = [a_1(n) \cdots a_N(n)]^T \). Then the stochastic encoder chooses its outputs such that

\[
a(n) \in \{0, 1\}^N,
\]

and

\[
a^T(n)a(n) = K(n),
\]

where \( a(n) \) is a sequence of independent random variables such that for every value of \( x(n) \) each of the \( \binom{N}{K(n)} \) possible values of \( a(n) \) are equiprobable.

The 1-b D/A converters each operate according to

\[
y_T(n) = \begin{cases} w_h + e_{h_r}, & \text{if } a_r(n) = 1 \\ w_l + e_{l_r}, & \text{if } a_r(n) = 0 \end{cases}
\]

where \( w_h = x_{\max}/N, w_l = x_{\min}/N \) (hence, \( w_h - w_l = \Delta \)), and \( e_{h_r}, e_{l_r} \) represent D/A conversion errors.

If the 1-b D/A converters are ideal, \( e_{h_r} = e_{l_r} = 0 \) for all \( r \), and

\[
y(n) = a^T(n) \begin{bmatrix} w_h \\ \vdots \\ w_h \end{bmatrix} + \bar{a}^T(n) \begin{bmatrix} w_l \\ \vdots \\ w_l \end{bmatrix}
\]

where \( \bar{a}^T(n) \) represents the one's-complement of \( a^T(n) \). This can be rewritten as

\[
y(n) = a^T(n)a(n)w_h + [N - a^T(n)a(n)]w_l.
\]

By factoring and using (3), this becomes

\[
y(n) = a^T(n)a(n)[w_h - w_l] + Nw_l
\]

\[
= \frac{x(n) - x_{\min}}{\Delta} + x_{\min} = x(n).
\]

Therefore, in the case of ideal 1-b D/A converters, the analog output equals the digital input signal \( x(n) \).

Now suppose the 1-b D/A converters are not ideal. Then, \( e_h \neq 0 \) or \( e_l \neq 0 \) where

\[
e_h = \begin{bmatrix} e_{h_1} \\ \vdots \\ e_{h_N} \end{bmatrix}, \quad \text{and} \quad e_l = \begin{bmatrix} e_{l_1} \\ \vdots \\ e_{l_N} \end{bmatrix}.
\]

In this case, the output \( y(n) \) can be written as

\[
y(n) = a^T(n) \begin{bmatrix} w_h \\ \vdots \\ w_h \end{bmatrix} + \bar{a}^T(n) \begin{bmatrix} e_{h_1} \\ \vdots \\ e_{h_N} \end{bmatrix} + \bar{a}^T(n) \begin{bmatrix} w_l \\ \vdots \\ w_l \end{bmatrix} + \bar{a}^T(n) \begin{bmatrix} e_{l_1} \\ \vdots \\ e_{l_N} \end{bmatrix}.
\]

Applying (4), this becomes

\[
y(n) = x(n) + a^T(n)e_h + \bar{a}^T(n)e_l.
\]

Thus the conversion error introduced by the nonideal 1-b D/A converters is

\[
e(n) = a^T(n)e_h + \bar{a}^T(n)e_l.
\]
Equation (5) holds regardless of whether \( e_0 \) and \( e_1 \) are fixed vectors, deterministic functions of \( x(n) \), or random variables. However, if the 1-b D/A converters and the \( N \)-input summing node are designed carefully, then to a very good approximation \( e_0 \) and \( e_1 \) can be considered to be fixed vectors. For example, such would be the case if each 1-b D/A conversion were performed by selecting or shunting the output of a regulated gate cascode current source [12]. The outputs of the D/A converters would simply be connected and passed through a resistive load to implement the \( N \)-input summing node. Therefore, throughout the remainder of this paper \( e_0 \) and \( e_1 \) will be assumed to be fixed vectors.

At this point, it is worth digressing briefly to discuss an efficient method of implementing the stochastic encoder. In order to conserve digital hardware, Carley used a butterfly-type randomizer that only partially implemented the operation of a stochastic encoder in his 3-b stochastic flash D/A converter. However, hardware-efficient approaches exist in the field of parallel computing with which to implement the full stochastic encoder. In particular, a Beneš network [11] is an efficient \( N \)-input, \( N \)-output structure capable of connecting its inputs to its outputs in any of the \( N! \) possible permutations. Such a network consists of \( N \left\lceil \log_2 N \right\rceil - N/2 \) binary switches. Each binary switch connects two 1-b inputs to two 1-b outputs either with or without the two inputs swapped. By controlling each of these switches with 1-b of a pseudorandom number generator, the Beneš network randomly permutes its \( N \)-inputs to its \( N \)-outputs. A 4-b stochastic encoder based on such a randomized Beneš network is shown in Fig. 2.

It appears reasonable that at least an 8-b monolithic version of the stochastic encoder could be practically implemented using high-density CMOS circuit technology. For an 8-b system, the required number of binary switches is 2020. To implement the randomization, each of these switches could be controlled by one bit of a linear feedback shift register (LFSR). For example, 62 31-b LFSR's would then be required to generate the necessary control signals. Although pipelining circuitry would be necessary and routing of the control circuitry would be nontrivial, the complexity of the overall circuit is not excessive by current digital circuit standards.

III. SECOND-ORDER STATISTICS OF THE STOCHASTIC FLASH D/A CONVERTER

Before analyzing the conversion error introduced by the stochastic flash D/A converter, it is illustrative to first consider a similar system except with an encoder that does not perform randomization. Suppose for a moment that instead of the stochastic encoder a deterministic encoder were used that chooses its outputs according to (2) and (3) but for each value of \( x(n) \) only chooses one of the \( \left\{ x(n) \right\} \) possible output values. It is easy to verify that (5) would still be valid. Such a system can be thought of as a (nonstochastic) flash D/A converter because it is analogous to a flash A/D converter. It is easy to show that this system introduces harmonic distortion. For example, suppose that \( x(n) \) is a sinusoid with period \( M \) quantized to \( b \)-bits. Because \( e_0 \) and \( e_1 \) are fixed and \( a^T \) (\( n \)) is a memoryless, deterministic function of \( x(n) \), \( \epsilon(n) \) must be a memoryless, deterministic function of \( x(n) \) and therefore must be periodic with maximum period \( M \). Therefore, it consists solely of harmonics of the input sinusoid which, together, constitute harmonic distortion.

In contrast, with a stochastic encoder, \( \epsilon(n) \) is a discrete-valued random variable. As will be shown, the randomization performed by the stochastic encoder decorrelates \( \epsilon(n) \) such that harmonic distortion is theoretically eliminated although a gain error, an offset error, and white noise are introduced. This statement will be quantified in the remainder of this section, and an example will be presented that uses the result to estimate the statistics with which the noise power varies across different copies of the same circuit.

In accordance with the usual definitions, the time-average mean and autocorrelation of the input sequence \( x(n) \) are defined as

\[
\mu_x = \lim_{P \to \infty} \frac{1}{P} \sum_{n=1}^{P} x(n)
\]

and

\[
R_{xx}(k) = \lim_{P \to \infty} \frac{1}{P} \sum_{n=1}^{P} x(n)x(n + k)
\]

respectively. The time-average mean and autocorrelation of the output sequence, \( y(n) \), are defined analogously with \( x \) replaced by \( y \) in the above definitions.

As proven in the Appendix, the time-average autocorrelation of the output of the stochastic flash D/A converter is

\[
R_{yy}(k) = (1 + \alpha)R_{xx}(k) + \beta + \sigma^2 \delta(k)
\]

(7)

with probability 1, where \( \alpha \), \( \beta \), and \( \sigma^2 \) are constants that depend on the 1-b D/A converter errors, \( e_0 \) and \( e_1 \). Therefore, no matter how much error is introduced by the 1-b D/A converters or how these errors are distributed, the stochastic flash D/A converter behaves exactly like an ideal D/A converter aside from a white noise term and fixed gain and dc offsets. The practical implication is that there is no theoretical lower bound on the harmonic distortion suffered by physical stochastic flash D/A converter circuits.

This property of stochastic flash D/A converters has been reported by Carley on the basis of heuristic reasoning and experimental results. The analysis presented in the Appendix not only provides rigorous theoretical support for Carley's
observation, but it also quantifies the result. In particular, the analysis yields the following expressions for \( \alpha \), \( \beta \), and \( \tilde{\sigma}^2 \):

\[
\alpha = e_0(2 + e_0), \quad \beta = 2e_1(1 + e_0)M_z + e_1^2
\]

and

\[
\tilde{\sigma}^2 = e_2 \left[ -x_{\text{min}}x_{\text{max}} - \bar{R}_{xx}(0) + (x_{\text{min}} + x_{\text{max}})M_z \right]
\]

where

\[
e_0 = \frac{1}{N\Delta} \sum_{k=1}^{N} (e_{h_k} - e_{l_k}),
\]

\[
e_1 = \frac{1}{N\Delta} \sum_{k=1}^{N} (x_{\text{min}}e_{h_k} - x_{\text{max}}e_{l_k}),
\]

and

\[
e_2 = \frac{1}{(N-1)\Delta^2}
\]

\[
- \left[ \frac{1}{N} \sum_{k=1}^{N} (e_{h_k} - e_{l_k})^2 - \left( \frac{1}{N} \sum_{k=1}^{N} (e_{h_k} - e_{l_k}) \right)^2 \right].
\]

As will be shown in the remainder of this section, these expressions provide useful information regarding the theoretical performance of the stochastic flash D/A converter. In particular, various properties of the stochastic flash D/A converter will be deduced from the expression for \( \tilde{\sigma}^2 \). As will be evident, similar arguments can be applied to \( \alpha \) and \( \beta \). To simplify the notation, it will be assumed for the remainder of the section that \( x_{\text{min}} = -x_{\text{max}} \) so that (8) reduces to

\[
\tilde{\sigma}^2 = e_2 \left[ x_{\text{max}}^2 - \bar{R}_{xx}(0) \right].
\]

Let

\[
\tilde{e}_k = e_{h_k} - e_{l_k} - \bar{e},
\]

where

\[
\bar{e} = \frac{1}{N} \sum_{k=1}^{N} (e_{h_k} - e_{l_k}).
\]

Using the terminology of [13], \( \tilde{e}_k \) and \( \bar{e} \) can be viewed as the local variation and global variation, respectively, of \( e_{h_k} - e_{l_k} \) across a particular copy of the stochastic flash D/A converter circuit under consideration. With these definitions, (10) and (11) reduce to

\[
\tilde{\sigma}^2 = \frac{1}{N(N-1)\Delta^2} \left[ x_{\text{max}}^2 - \bar{R}_{xx}(0) \right] \sum_{k=1}^{N} \tilde{e}_k^2
\]

from which it is clear that \( \tilde{\sigma}^2 \) only depends on the local variation of \( e_{h_k} - e_{l_k} \).

Before considering how \( \tilde{\sigma}^2 \) varies as a function of its input sequence or how it varies across different copies of the same circuit, it is interesting to calculate a practical upper bound on \( \tilde{\sigma}^2 \). Since \( x_{\text{max}} = N\Delta/2 \) and \( \bar{R}_{xx}(0) \geq 0 \), it follows from (12) that

\[
\tilde{\sigma}^2 \leq \frac{N^2}{4(N-1)} \max_k \{ \tilde{e}_k^2 \} \approx \frac{N}{4} \max_k \{ \tilde{e}_k^2 \}.
\]

For example, suppose the 1-b D/A converters are based on current sources as described in the previous section. Then \( \tilde{e}_k \) depends on how well the current source transistors can be matched in the given circuit technology. For carefully designed CMOS current sources, \( \tilde{e}_k \) can be modeled as a random function of \( k \) that has zero mean and is normally distributed with standard deviation \( \sigma_e \approx 0.005 \cdot \Delta \) [13], [14]. Because \( \tilde{e}_k \) has zero mean and is normally distributed, the probability that \( |\tilde{e}_k| < 4\sigma_e \) for all \( k \) on all copies of the circuit is extremely high. Hence, with a very high likelihood, every copy of the circuit will introduce white noise with power \( \tilde{\sigma}^2 < 0.0001 \cdot N\Delta^2 \).

For certain applications, this practical upper bound on \( \tilde{\sigma}^2 \) is negligibly low. For example, this is often the situation in applications such as direct digital synthesis where \( x(n) \) is a uniformly quantized representation of a continuous-amplitude signal. In such cases, \( x(n) \) can be viewed as consisting of the continuous-amplitude signal plus quantization noise, and the quantization noise often is well modeled as white noise with power \( \Delta^2/12 \). Since the white noise introduced by the stochastic flash D/A converter is independent from the quantization noise, it will only have a significant effect on the mean squared error of the output if \( \tilde{\sigma}^2 \) is at least of the same order of magnitude as \( \Delta^2/12 \). However as shown above, even for relatively large values of \( N \) (e.g., \( N = 255 \)), under reasonable circuit assumptions the upper bound on \( \tilde{\sigma}^2 \) is small compared to \( \Delta^2/12 \). Therefore, in such applications, the theoretical performance of the stochastic flash D/A converter is essentially equivalent to that of an ideal D/A converter. Simulation results performed in the next two sections support this conclusion.

Nevertheless, in some applications the noise introduced by the stochastic flash D/A converter can be problematic. For example, such is the case with delta-sigma modulator A/D converters. Delta-sigma modulators typically contain a coarse A/D converter in the feed-forward path, and a coarse D/A converter in the feedback path. Although the quantization noise introduced by the A/D converter as seen at the output is highly attenuated in the band-of-interest, the noise introduced by the D/A converter is passed to the output without any attenuation [3]. Consequently, the power of the noise introduced by the D/A converter often is several orders of magnitude lower than that of the quantization noise lest it limit the overall A/D conversion accuracy. In such cases, it is desirable to know how \( \tilde{\sigma}^2 \) varies as a function of the input sequence, and how it varies across different copies of the same stochastic flash D/A converter circuit.

It follows from (11) that the power of the white noise is greatest when \( x(n) = 0 \) for all \( n \) and is zero when \( x(n) = x_{\text{max}} \) for all \( n \). A sinusoidal input: \( x(n) = A \sin(\omega n) \) has power \( \bar{R}_{xx}(0) = A^2/2 \). Therefore, the white noise floor of a stochastic flash D/A converter will be 3 dB below its maximum value for a full-scale sinusoidal input (i.e., \( A = x_{\text{max}} \)), and reducing the power of the sinusoidal input increases the noise floor proportionally.

To the extent that the statistics of \( e_{h_k} \) and \( e_{l_k} \) are known for the given circuit technology, (8) and (10) can be used as the basis of a yield estimation technique to predict how
\( \sigma^2 \) will vary across different copies of the same circuit. The most general approach involves computer analysis. The idea is to repeatedly generate samples of \( e_{th} \) and \( e_{t} \), with the appropriate statistics and use them in (10) and (8) to calculate samples of \( \sigma^2 \). Provided a large number of samples of \( \sigma^2 \) are so calculated, the distribution of the calculated values will closely approximate the underlying statistical distribution. The calculated distribution thus provides an estimate of the number of copies of the circuit that will achieve a \( \sigma^2 \) below any given value of interest.

For example, Fig. 3(a)-(d) shows yield estimation data corresponding to 3-b, 4-b, 6-b, and 8-b stochastic flash D/A converters, respectively. From top to bottom, the four curves shown in each figure represent the largest of the smallest 95%, 65%, 35%, and 5% of the calculated values of \( \sigma^2 \) (plotted in units of dB as \( 10 \cdot \log_{10}(\sigma^2/x_{\text{max}}^2) \)), respectively. Each figure shows data from from 40 yield estimations with values of \( \sigma_e/\Delta \) ranging from 0.0005 to 0.02. For example, as can be seen from Fig. 3(a), the yield estimation for a 3-b D/A converter with \( \sigma_e = 0.01 \cdot \Delta \) predicts that 95% of the devices will have \( \sigma^2 \) below \(-45 \text{ dB} \), and that 5% of the devices will have \( \sigma^2 \) below \(-55 \text{ dB} \). Each yield estimation was based on 1000 calculated values of \( \sigma^2 \). The values of \( e_{th} - e_t \) were calculated as samples of independent normally distributed random variables each with a standard deviation \( \sigma_e \), although any other statistics for \( e_{th} - e_t \) could have been used without otherwise affecting the calculations. A different random number seed was used for each yield estimation, so the relative smoothness of the curves indicates that there was little variance in the yield estimation results. It follows that the data are good approximations of the underlying statistical distribution of \( \sigma^2 \).

As is evident from Fig. 3(a)-(d), the predicted spread of the white noise floor introduced by the stochastic flash D/A converter becomes small as the number of bits is increased.

This is reasonable because as the number of bits is increased, the 1-b D/A converter errors, which are measured relative to \( \Delta \), become smaller relative to \( x_{\text{max}} \). If the yield estimations were performed with errors measured relative to \( x_{\text{max}} \), this phenomenon would not be observed. However, the local variation of CMOS current sources is not strongly dependent on the nominal magnitude of the current [14], so for the case where the 1-b D/A converters are based on CMOS current sources it is more realistic to present the data as shown.

IV. SIMULATION RESULTS

This section presents simulation data that support the theoretical results derived above. As will be shown, for an 8-b stochastic flash D/A converter with a dithered sinusoidal input, no harmonic distortion is evident in the simulated output sequence.

The simulations used an input sequence that was generated by adding a dither sequence to a sinusoid and then quantizing the result to 8-b. The sinusoid had an amplitude of \( 127 \Delta \). The dither sequence was an independent identically distributed (iid) sequence with a triangular probability density function supported on \((-\Delta, \Delta)\). As shown in [15], the power spectral density of such a dithered sinusoid is equal to that of the original sinusoid plus an independent white noise sequence with power \( \frac{\Delta^2}{4} \). Thus, by design the input sequence behaved as an ideal sinusoid plus white noise.

Fig. 4(a) shows the estimated power spectral density of the dithered sinusoid input sequence in dB/radian relative to 127\( \Delta \). The data were obtained by averaging 15 periodograms [16] each corresponding to \( 2^{19} = 524288 \) points of the dithered sinusoid input sequence. The frequency of the sinusoid was set to 1600000r/s/524288 radians so as to avoid spectral leakage. As expected, no harmonics of the sinusoid are evident in the figure and the noise caused by the operations of adding dither and quantizing appears white with a power spectral density of
approximately $-54$ dB/radian (which corresponds to a total power of $\Delta^2$).

Fig. 4(b) shows the estimated power spectral density of the output of an 8-b stochastic flash D/A converter operating on the dithered sinusoidal input sequence. The spectral estimation was performed in an identical manner to that of Fig. 4(a). The 1-b D/A converter errors, $e_h$ and $e_l$, $1 \leq r \leq 256$, were chosen as normally distributed independent random variables with a standard deviation of $0.005 \cdot \Delta$. As predicted by the theory outlined in Section III, no harmonic distortion is evident in the figure. Indeed, there is little visible difference between the estimated power spectral densities of the input and output sequences. For comparison, Fig. 4(c) shows the estimated power spectral density of the output of the same flash D/A converter except with the stochastic encoder replaced by a deterministic encoder as described in Section III. As predicted in Section III, the figure clearly indicates the presence of numerous harmonics of the sinusoid frequency.

V. APPLICATION TO HIGH SPECTRAL PURITY FREQUENCY SYNTHESIS

In principle, a high spectral purity direct digital synthesizer could be implemented by proceeding as in the simulations described above. A sequence consisting of a sinusoid and an iid dither sequence with a triangular probability density function could be accurately generated by a floating point processor and then quantized to $b$-bits. As discussed above and supported by the simulation results shown in Fig. 4(a), the resulting sequence, which will be referred to below as an ideally dithered and quantized sinusoid, would have a power spectral density equal to that of an ideal sinusoid plus white noise. The problem with this approach is that to achieve a wide range of sinusoid frequencies, the hardware required to implement the floating point processor would be excessive.

To circumvent this problem, Flanagan and Zimmerman have proposed an alternate approach to generating a dithered and quantized sinusoid that requires significantly less digital hardware than the approach outlined above [1]. An 8-b example of their approach is shown in Fig. 5. The system consists of a dithered phase accumulator and a dithered sinusoid look-up table. They showed that by dithering and quantizing both phase and amplitude, the power of each harmonic in the final 8-b sequence is at least 90 dB below the power of the sinusoid (i.e., the sequence has 90 dBc spur suppression), and the noise power is only a few dB above that of the corresponding ideally dithered and quantized sinusoid. This result is supported by the simulation data presented in Fig. 6(a) which shows the estimated power spectral density of the output of the system shown in Fig. 5.

Typically, direct digital frequency synthesis is used to generate analog signals. Therefore, the system of Fig. 5 would usually be followed by an 8-b D/A converter. Because the digital portion of the system has 90 dBc spur suppression, it would be desirable to use a D/A converter that introduces no more than -90 dB harmonic distortion relative to its maximum signal power. For applications with sample rates above 20 MHz, it does not appear that D/A converters with such a low level of harmonic distortion are commercially available at the present time. Nevertheless, the results of this paper indicate that provided the 1-b D/A converters can be implemented such that $e_h$ and $e_l$ are essentially static and the $N$-input summing node can be implemented with sufficient linearity, it may be possible to design a stochastic flash D/A converter with the required specifications.

Assuming for the moment that such a design is feasible, the theoretical results of Section III indicate that a properly designed stochastic flash D/A converter will operate almost as well as an ideal D/A converter except that the analog output signal will have a slightly higher than ideal noise floor and will contain a dc offset. Fig. 6(b) shows the estimated power spectral density of the output of a stochastic flash D/A converter operating on the 8-b sequence generated by the system of Fig. 5. As in the previous section, the 1-b D/A converter errors, $e_h$ and $e_l$, $1 \leq r \leq 256$, were chosen as normally distributed independent random variables with a standard deviation of $0.005 \cdot \Delta$. As expected, aside from a dc offset and a slight increase in the noise floor, the data in Fig. 6(b) are similar to those in Fig. 6(a). In particular, no harmonic distortion is evident. For reference, Fig. 6(c) shows the estimated power spectral density of the stochastic flash D/A converter with the stochastic encoder.
replaced by a deterministic encoder. As is evident from a comparison of Fig. 5(b) and (c), the randomization performed by the stochastic encoder is in this case sufficient to suppress harmonic distortion.

VI. CONCLUSION

A rigorous and quantitative analysis of the conversion error introduced by an important type of D/A converter with dynamic element matching has been presented. The analysis supports previously published experimental results that indicate dynamic element matching introduces white noise instead of harmonic distortion. Moreover, the analysis results in an expression for the power of the white noise in terms of the mean and power of the input sequence and the specific component matching errors. A general yield estimation technique is presented that uses the expression to estimate the statistics of the white noise power across different copies of a given D/A converter circuit for arbitrary component matching error statistics. Simulation results are presented that support the theory, and an application to the design of a practical, high spectral purity, direct digital synthesizer is discussed. Additionally, an efficient digital encoder architecture based on a Beneš network is proposed that appears appropriate for a monolithic 8-b version of the D/A converter.

APPENDIX

The detailed analysis of the conversion error of the stochastic flash D/A converter is presented in this appendix. First, a lemma is presented that provides intermediate results required to support the subsequent analysis. Then, a theorem is presented that provides the results used in the body of the paper.

Lemma: Suppose that $K(n)$ is an integer-valued function such that $0 \leq K(n) \leq N$, and that $a(n) = [a_1 \cdots a_N]^T$ is a sequence of independent random variables satisfying

$$a(n) \in \{0, 1\}^N,$$

and

$$a^T(n)a(n) = K(n),$$

where for every value of $K(n)$ each of the $\binom{N}{K(n)}$ possible values of $a(n)$ are equiprobable. Then, for $N > 1$,

$$E[a(n)] = \frac{K(n)}{N}\begin{bmatrix} 1 \\ \vdots \\ 1 \end{bmatrix},$$

$$E[a(n)a^T(n)] = \frac{K(n)[K(n) - 1]}{N(N - 1)} A_N$$

$$+ \frac{K(n)[N - K(n)]}{N(N - 1)} I_N,$$

and

$$E[a(n)a^T(n)] = \frac{K(n)[N - K(n)]}{N(N - 1)}(A_N - I_N).$$

Proof: Let $N_K$ be the number of different vectors $a(n)$ such that the sum of their elements is equal to $K(n)$. By definition $K(n) \in \{0, \cdots, N\}$, so $N_K = \binom{N}{K(n)}$. From the definition of the expectation operator,

$$E[a(n)] = \sum_{i=1}^{N_K} a^{(i)}(n)P(a(n) = a^{(i)}(n)),$$

(16)

where $a^{(i)}(n)$ represents the $i$-th vector $a(n)$ that obeys the constraint. By hypothesis, the different values of $a(n)$ are equiprobable, so (16) becomes

$$E[a(n)] = \frac{1}{N_K} \sum_{i=1}^{N_K} a^{(i)}(n).$$

(17)

Suppose $K(n) \neq 0$. Consider the $r$-th element, $a^{(i)}_r(n)$, of $a^{(i)}(n)$. The number of distinct values of $i$ for which $a^{(i)}_r(n)$ is equal to 1 corresponds to the number of times the sum of the $N - 1$ elements with index different from $r$ is equal to $K(n) - 1$, i.e., $\binom{N-1}{K(n)-1}$. Since this reasoning applies for each $0 \leq r \leq N$, expression (17) becomes

$$E[a(n)] = \frac{1}{N_K} \sum_{i=1}^{N_K} a^{(i)}(n) = \frac{1}{N_K} \binom{N-1}{K(n)-1} \begin{bmatrix} 1 \\ \vdots \\ 1 \end{bmatrix},$$

which can be further simplified as

$$E[a(n)] = \frac{K(n)}{N}\begin{bmatrix} 1 \\ \vdots \\ 1 \end{bmatrix}.$$

If $K(n) = 0$ then $N_K = 1$, $a^T(n) = [0 \cdots 0]$ and (13) follows trivially.

By definition,

$$E[a(n)a^T(n)]$$

$$= \sum_{i=1}^{N_K} a^{(i)}(n)a^{(i)T}(n)P(a(n)a^T(n) = a^{(i)}(n)a^{(i)T}(n)).$$

By virtue of the equiprobability of the vectors $a^{(i)}(n)$, this becomes

$$E[a(n)a^T(n)] = \frac{1}{N_K} \sum_{i=1}^{N_K} a^{(i)}(n)a^{(i)T}(n).$$

The principal diagonal of the matrix $a(n)a^T(n)$ is equal to $a(n)$ and, therefore, by the reasoning employed in the proof of (13), it follows that

$$\text{diag}\left\{ \frac{1}{N_K} \sum_{i=1}^{N_K} a^{(i)}(n)a^{(i)T}(n) \right\} = \frac{K(n)}{N}\begin{bmatrix} 1 \\ \vdots \\ 1 \end{bmatrix}.\quad(18)$$

Now consider an off-diagonal element $a^{(i)}_{j,k}$ of matrix $a^{(i)}(n)a^{(i)T}(n)$. Assume $K(n) > 1$. Consider the number of times $a^{(i)}_{j,k} = 1$ as $i = 1, \cdots, N_K$. If the element $a^{(i)}_{j,k}$ on the principal diagonal is equal to zero, then $a^{(i)}_{j,k} = 0$. Therefore, the number of times $a^{(i)}_{j,k} = 1$ and $a^{(i)}_{k,k} = 1$, is
equal to the number of times the sum of the \( N - 2 \) elements of column \( k \) with row index different from \( j \) and from \( k \), is equal to \( K(n) - 2 \), i.e., \( \left( \begin{array}{c} N - 2 \\ K(n) - 2 \end{array} \right) \). Therefore, the expectation of each off-diagonal element is equal to

\[
\frac{1}{Nk} \sum_{i=1}^{Nk} a_i(n)a_i^T(n)(A_N - I_N)
\]

\[= \left( \begin{array}{c} N - 2 \\ K(n) - 2 \end{array} \right)^{-1} \left( \begin{array}{c} N \\ K(n) \end{array} \right)^{-1} (A_N - I_N)
\]

\[= \frac{K(n)[K(n) - 1]}{N(N - 1)} (A_N - I_N).
\]

(19)

By combining (18) and (19), (14) follows for \( K(n) > 1 \). If \( K(n) = 0 \) then \( E[a(n)a^T(n)] \) equals the all-zeros matrix and (14) trivially follows. If \( K(n) = 1 \) then the off-diagonal elements of matrix \( a(n)a^T(n) \) are equal to zero. As a consequence \( E[a^T(n)] = \frac{K(n)}{N} I_N \) and (14) again follows.

By definition,

\[E[a(n)a^T(n)] = \sum_{i=1}^{Nk} a_i(n)a_i^T(n)P_i(n),\]

Using the equiprobability hypothesis, this becomes

\[E[a(n)a^T(n)] = \frac{1}{Nk} \sum_{i=1}^{Nk} a_i(n)a_i^T(n).
\]

(20)

By construction, the principal diagonal elements of matrix \( a(n)a^T(n) \) equal zero. Suppose \( 0 < K(n) < N \). The number of times an off-diagonal element \( a_{i,j} \) of matrix \( a(n)a^T(n) \) is equal to 1 corresponds to the number of times the sum of the \( N - 2 \) elements of column \( k \) with row index different from \( j \) and from \( k \), is equal to \( K(n) - 1 \), i.e., \( \left( \begin{array}{c} N - 2 \\ K(n) - 1 \end{array} \right) \). Thus expression (20) becomes

\[E[a(n)a^T(n)] = \frac{N - 2}{K(n) - 1} (A_N - I_N)
\]

\[= \frac{K(n)[N - K(n)]}{N(N - 1)} (A_N - I_N).
\]

If \( K(n) = 0 \) or \( K(n) = N \) then, by direct inspection, the matrix \( a(n)a^T(n) \) is identically equal to the all-zeros matrix. As a consequence (15) still holds.

**Theorem:** If \( \bar{M}_x \) and \( \bar{R}_{xx}(k) \) exist, then

\[M_y = \bar{M}_x(1 + e_0) + e_1,
\]

and

\[R_{yy}(k) = (1 + \alpha)\bar{R}_{xx}(k) + \beta + \sigma^2 \delta(k),
\]

(22)

\[1\text{The function } \delta(k) \text{ is the Kronecker delta defined as: } \delta(k) = \begin{cases} 1, & \text{if } k = 0; \\ 0, & \text{otherwise}; \end{cases}
\]

and the symbol \( 1^T \) is defined as the all-ones vector: \([1 \ldots 1]\).

with probability 1, where

\[e_0 = \frac{1}{N\Delta} (1^T e_h - 1^T e_l),
\]

\[e_1 = \frac{1}{N\Delta} (x_{\min} 1^T e_h - x_{\max} 1^T e_l),
\]

\[\alpha = e_0(2 + e_0), \quad \beta = 2c_1(1 + e_0)M_x + e_1^2,
\]

and

\[\sigma^2 = \frac{1}{(N - 1)} \left[ \frac{e_h - e_l}{N\Delta^2} \cdot \left[ x_{\min} x_{\max} + \bar{R}_{xx}(0) - (x_{\min} + x_{\max})M_x \right] \right].
\]

**Proof:** Because \( e_h \) and \( e_l \) are fixed, it follows from (5) that

\[E[y(n)] = E[x(n)] + E[a^T(n)]e_h + E[\bar{R}^T(n)]e_l,
\]

where \( E[\cdot] \) represents the statistical expectation operator. By applying the lemma presented above and using the fact that \( x(n) \) is deterministic, this becomes

\[E[y(n)] = x(n) + \frac{K(n)}{N} 1^T e_h + \frac{N - K(n)}{N} 1^T e_l.
\]

(23)

Expanding \( K(n) \) using (1) and collecting terms gives

\[E[y(n)] = x(n)(1 + e_0) + e_1.
\]

(24)

Because \( M_x \) exists, it follows that

\[\lim_{N \to \infty} \frac{1}{p} \sum_{n=1}^{p} E[y(n)] = \bar{M}_x(1 + e_0) + e_1.
\]

To deduce that (21) holds with probability 1, it is sufficient to show that the sequence \( y(n)^\prime \) obeys the strong law of large numbers. Note that there must exist some number \( C \) such that \( \text{Var}[y(n)] \leq C \) for all \( n \) because \( x(n) \) is bounded and \( a(n) \in \{0,1\}^N \). Therefore, \( y(n) \) satisfies the Kolmogorov Criterion [17] which implies that it satisfies the strong law of large numbers.

Now consider \( R_{yy}(n,k) \), the statistical autocorrelation of \( y(n) \) defined as \( R_{yy}(n,k) = E[y(n)y(n + k)] \). Because \( x(n) \) is deterministic and \( a(n) \) is a sequence of independent random variables, it follows from (5) that \( y(n) \) is also a sequence of independent random variables. Therefore,

\[R_{yy}(n,k) = E[y(n)^2] E[y(n + k)^2] + \sigma^2(n) \delta(k),
\]

where

\[\sigma^2(n) = E[y^2(n)] - E[y(n)]^2.
\]

(25)

Applying (24) and the definition of \( \alpha \) gives

\[R_{yy}(n,k) = x(n)x(n + k)(1 + \alpha) + [x(n) + x(n + k)]e_1(1 + e_0) + e_1^2 + \sigma^2(n) \delta(k).
\]

(26)
To complete the calculation of $R_{yy}(n, k)$, it remains to find an equation for $\sigma^2(n)$. From (5), it follows that

$$
E[y^2(n)] = x^2(n) + 2x(n)E[a^T(n)\epsilon_h + \tilde{a}^T(n)\epsilon_t] + E[a^T(n)\epsilon_h + \tilde{a}^T(n)\epsilon_t]^2.
$$

It is convenient to evaluate the second two terms in (27) separately. Applying the first equation of the lemma presented in the appendix, the second term becomes

$$
E[a^T(n)\epsilon_h + \tilde{a}^T(n)\epsilon_t] = \frac{K(n)}{N}1^T\epsilon_h + \frac{N - K(n)}{N}1^T\epsilon_t.
$$

Expanding the third term in (27) gives

$$
E[a^T(n)\epsilon_h + \tilde{a}^T(n)\epsilon_t]^2 = e_h^T E[a(a^T(n))\epsilon_h + e_t^T E[\tilde{a}(\tilde{a}^T(n))\epsilon_t] + 2e_h^T E[a(\tilde{a}^T(n))\epsilon_t].
$$

With $A_N$ defined as the $N \times N$ all-ones matrix and $I_N$ defined as the $N \times N$ identity matrix, note that for any $N$-length vectors $a$ and $b$, $a^T A_N b = (1^T a)(1^T b)$, and $a^T I_N b = a^T b$. Using these relationships and the second and third equations of Lemma presented in the appendix gives

$$
E[a^T(n)\epsilon_h + \tilde{a}^T(n)\epsilon_t]^2 = \frac{K(n)(N - 1)}{N(N - 1)}(1^T\epsilon_h)^2 + \frac{K(n)[N - K(n)]}{N(N - 1)}e_h^T\epsilon_h + \frac{[N - K(n)][N - K(n) - 1]}{N(N - 1)}(1^T\epsilon_t)^2 + \frac{K(n)[N - K(n)]}{N(N - 1)}e_t^T\epsilon_t + 2\frac{K(n)[N - K(n)]}{N(N - 1)}(1^T\epsilon_h)(1^T\epsilon_t) - e_h^T\epsilon_t.
$$

Substituting (28) and (29) into (27), substituting the result and (23) into (25), collecting terms and using the identity: $e_h^T\epsilon_h + e_t^T\epsilon_t - 2e_h^T\epsilon_t = (\epsilon_h - \epsilon_t)^T(\epsilon_h - \epsilon_t)$ gives

$$
\sigma^2(n) = \left[\frac{N(\epsilon_h - \epsilon_t)^T(\epsilon_h - \epsilon_t) - (1^T\epsilon_h - 1^T\epsilon_t)^2}{K(n)(N - K(n))} \right].
$$

Expanding $K(n)$ using (1) and applying the definition of $e_0$ gives

$$
\sigma^2(n) = \frac{1}{(N - 1)}\left[\frac{e_0^2 - (\epsilon_h - \epsilon_t)^T(\epsilon_h - \epsilon_t)}{N\Delta^2} \right] \\
\cdot \left[x_{\min} x_{\max}^2 + x^2(n) - (x_{\min} + x_{\max})x(n)\right].
$$

It follows from (26), (30), and the definitions of $\bar{M}$ and $\bar{M}$ that

$$
\lim_{P \to \infty} \frac{1}{P} \sum_{n=1}^{P} R_{yy}(n, k) = (1 + \alpha)\bar{M}_{xx}(k) + \bar{M} + \sigma^2\delta(k).
$$

Therefore, to finish the proof it is sufficient to show that

$$
\bar{M}_{yy}(k) = \lim_{P \to \infty} \frac{1}{P} \sum_{n=1}^{P} R_{yy}(n, k)
$$

with probability 1, or, equivalently, that for each $k$ the sequence $y(n)/y(n + k)$ obeys the strong law of large numbers. As above, the Kolmogorov Criterion will be used. Because of symmetry, it is sufficient to prove the result for $k \geq 0$. Choose any fixed $k \geq 0$. For each $p = 0, \ldots, k - 1$, consider the subsequence $r_p(n) = y(n + k + 1 + p)/y(n + k + 1) + p + k$. Because $y(n)$ is a sequence of independent random variables, it follows that, for each $p$, $r_p(n)$ is a sequence of independent random variables. Moreover, since $y(n)$ is a bounded sequence, $r_p(n)$ must also be a bounded sequence. Therefore, there exists some number $C^*$ such that $\text{Var}[r_p(n)] < C^*$ for all $n$ and all $p$. It follows from the Kolmogorov Criterion that for each $p$, $r_p(n)$ obeys the strong law of large numbers.

Since, by definition, $E[r_p(n)] = R_{yy}(n + k + 1) + p, k$,

$$
\lim_{P \to \infty} \frac{1}{P} \sum_{n=1}^{P} r_p(n) = \lim_{P \to \infty} \frac{1}{P} \sum_{n=1}^{P} R_{yy}(n + k + 1) + p, k
$$

with probability 1. This holds for $p = 0, \ldots, k - 1$, so it follows that

$$
\lim_{P \to \infty} \frac{1}{P} \sum_{n=1}^{P} \sum_{p=0}^{k-1} r_p(n) = \lim_{P \to \infty} \frac{1}{P} \sum_{n=1}^{P} \sum_{p=0}^{k-1} R_{yy}(n + k + 1) + p, k
$$

with probability 1 which is equivalent to (31).

Note that the theorem includes an ergodic result. Although it is convenient to define the behavior of the stochastic encoder in terms of its statistics, in most applications it is the time-averages rather than the statistical averages that are of interest. Hence, the theorem was framed in terms of time-averages rather than statistical averages. Nevertheless, similar results concerning statistical averages are contained in the proof of the theorem. In particular, suppose that $x(n)$ is a wide-sense-stationary (wss) random process that is independent of $a(n)$. Then the theorem would hold if all of the time averages were replaced by the corresponding statistical averages (e.g., (21) would be valid if $\bar{M}_y$ and $\bar{M}_x$ were replaced by $E[y(n)]$ and $E[x(n)]$, respectively). Similarly, the theorem can be trivially modified to apply to the class of quasi-stationary input sequences (for a discussion of quasi-stationary sequences, see [18]). The quasi-stationary version of the theorem explicitly contains both the theorem as presented and the version pertaining to wss sequences as special cases. However, it is the opinion of the authors that this slight generalization unnecessarily complicates an otherwise simple and elegant result.
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