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For many applications a 2D circular arc can be conveniently specified by three points that lie on the arc. Since the radius of curvature grows without bound as the three points become collinear, any practical algorithm must avoid calculating the arc's radius or functions of the radius. The algorithm presented here achieves this objective. It is very efficient because it uses exclusively integer arithmetic and requires only addition, subtraction, comparison, and branch operations in the inner loop.

Many graphics standards such as the Computer Graphics Interface (CGI), the Computer Graphics Metafile (CGM), and Videotex specify arcs with three points. The method provides for a convenient user interface, since the user can specify the two endpoints of the arc and then “rubberband” the curve by manipulating the third point.

Although there are several integer circle algorithms in the literature, most maintain variables that are unbounded functions of the radius. Such algorithms invariably impose a minimum curvature limit on the arcs they draw.

Since the minimum curvature associated with a particular implementation of an algorithm depends on the resolution of the display device, it is difficult to design resolution-independent software systems using the algorithm. If the same implementation of the algorithm were used to draw equivalently scaled arcs on two display devices with different resolutions, it might be possible to draw the arc on one of the devices and not on the other.

The algorithm presented here has no minimum curvature limit and is similar in efficiency to the previous integer algorithms.

The fundamental equation

Assume that the three defining points are at integer locations specified by the coordinates \((j, k), (l, m),\) and \((n, o),\) and are distinct. The algorithm draws each arc from the point \((j, k)\) through the point \((l, m)\) and to the point \((n, o)\). Hence, \((j, k)\) is referred to as the starting point, \((l, m)\) as the intermediate point, and \((n, o)\) as the ending point.

The algorithm is based on the following theorem.

**Theorem.** Let \((j, k)\) be a starting point and let \((h, i)\) be any point not equal to \((j, k)\). For each pair of positive, nonzero constants \(\alpha\) and \(\beta\) there exists a circle or line passing through the starting point which is the only solution to

\[
\alpha v^2(x, y) - \beta u^2(x, y) = \gamma \tag{1}
\]

where \(\gamma\) is a constant and

\[
u(x, y) = \sqrt{(j - x)^2 + (k - y)^2}.
\]


\[ v(x, y) = \sqrt{(h - x)^2 + (i - y)^2} \]  

(2)

**Proof.** Evaluating Equation 1 at the point \((j, k)\) gives

\[ \gamma = \alpha^2(j, k) \]  

(3)

Combining Equations 1, 2, and 3 gives

\[(\alpha - \beta)x^2 + 2(\beta - \alpha)h - (\alpha + \beta)j^2 + (\alpha - \beta)y^2 + 2(\beta k - \alpha i)j - (\alpha + \beta)k^2 = 0 \]

If \(\alpha \neq \beta\), the equation can be written as

\[ (x - x_0)^2 + (y - y_0)^2 = R_0^2 \]

where \(x_0, y_0\) and \(R_0\) are constants that depend only on the three points defining the arc.

If \(\alpha = \beta\), the equation can be written as

\[ y = mx + b \]

where \(m\) and \(b\) are constants that depend only on the three points defining the arc.

In the first case, the equation defines a circle. In the second case, it defines a line. \(\square\)

The relationships among point \((h, i)\), the arc, and the functions \(u(x, y)\) and \(v(x, y)\) are shown in Figure 1.

Any point \((h, i)\) that can be used with Equation 1 to generate a given circle will be referred to as an anchor point for that circle. The constants \(\alpha\) and \(\beta\) will be referred to as curvature factors.

Equation 1 provides the means by which the algorithm generates the arc. To use the equation, the algorithm must first calculate the curvature factors and the location of an anchor point.

Since by Theorem 1 the only solution to Equation 1 is a circle or line, it follows that if three distinct points satisfy the equation, so must the circle or line passing through the points. Therefore, an anchor point can be found by solving the set of three equations generated by evaluating Equation 1 at the points \(j, k, (l, m)\), and \((n, o)\) respectively:

\[ \alpha v^2(j, k) = \gamma \]
\[ \alpha v^2(l, m) - \beta u^2(l, m) = \gamma \]
\[ \alpha v^2(n, o) - \beta u^2(n, o) = \gamma \]  

(4)

Solving these equations for the anchor point gives

\[ h = j - \frac{C_0}{\tau} \]
\[ i = k + \frac{C_1}{\tau} \]

(5)

\[ C_0 = (k - m)u^2(n, o) - (k - o)u^2(l, m) \]
\[ C_1 = (j - l)u^2(n, o) - (j - n)u^2(l, m) \]

and \(\tau\) is any nonzero constant. Because \(\tau\) is not specified, an infinite number of anchor points exist for a given circle or line. Note that Equations 5 are a parametric representation (in \(\tau\)) of a line passing through the starting point. Any point on this line other than the starting point (because of the constraint in Theorem 1) can be used as an anchor point.

Once an anchor point is chosen, the first and third of Equations 4 can be solved to find the curvature factors. This gives

\[ \alpha = u^2(n, o) \]
\[ \beta = v^2(n, o) - v^2(j, k) \]  

(6)

Note that the anchor point and the curvature factors are all bounded functions of the three points that define the arc. Therefore, Equation 1 can be used to generate any arc (including the special case of a line segment) specified by three distinct points.

**Difference equations**

The equations derived so far are exact continuous-variable equations. The problem at hand, however, is to generate quantized discrete-variable (i.e., rasterized) arcs. Although we could quantize the points generated using the exact equations, such an algorithm would be inefficient; unnecessary information (i.e., the fractional part of each point) would be generated, and each point would be calculated from scratch (instead of benefiting from the calculations performed to find the previous point).

A more efficient approach uses information about the current point (the point just drawn) to choose the next point.\(^*\) The next point is assumed to be one of
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the current point’s eight nearest neighbors. The slope of the arc’s tangent and the drawing direction are used to rule out all but two of these points. The errors associated with the two remaining points are calculated, and the point with the smallest error is chosen as the next point. This process continues until the curve is complete.

The error function is obtained by quantizing the variables in Equation 1. It is the difference between the left-hand side and right-hand side of the equation. Specifically,

$$e(\hat{x}, \hat{y}) = \alpha v_x(\hat{x}, \hat{y}) - \beta u_x(\hat{x}, \hat{y}) - \gamma$$

where $(\hat{x}, \hat{y})$ is the quantized version of the point $(x, y)$. The magnitude of $e(\hat{x}, \hat{y})$ provides a measure of how close the point $(\hat{x}, \hat{y})$ is to the exact arc.

Although Equation 7 could be used to calculate the error at each point, it is more efficient to use a set of difference equations. The difference equations provide an incremental implementation of Equation 7. Given the error associated with the current point, the difference equations provide the error associated with the neighboring points.

Each difference equation can be derived by subtracting Equation 7 evaluated at the point $(\hat{x}, \hat{y})$ from that evaluated at the appropriate neighboring point. The difference equations are

$$e(\hat{x} + 1, \hat{y}) = e(\hat{x}, \hat{y}) + \Delta e_x(\hat{x})$$
$$e(\hat{x} - 1, \hat{y}) = e(\hat{x}, \hat{y}) + \Delta e_x(\hat{x})$$
$$e(\hat{x}, \hat{y} + 1) = e(\hat{x}, \hat{y}) + \Delta e_y(\hat{y})$$
$$e(\hat{x}, \hat{y} - 1) = e(\hat{x}, \hat{y}) + \Delta e_y(\hat{y})$$

where

$$\Delta e_x(\hat{x}) = \alpha[1 - 2(h - \hat{x})] - \beta[1 - 2(j - \hat{x})]$$
$$\Delta e_x(\hat{x}) = \alpha[1 + 2(h - \hat{x})] - \beta[1 + 2(j - \hat{x})]$$
$$\Delta e_y(\hat{y}) = \alpha[1 - 2(i - \hat{y})] - \beta[1 - 2(k - \hat{y})]$$
$$\Delta e_y(\hat{y}) = \alpha[1 + 2(i - \hat{y})] - \beta[1 + 2(k - \hat{y})]$$

The functions $\Delta e_x(\hat{x})$, $\Delta e_x(\hat{x})$, $\Delta e_y(\hat{y})$, and $\Delta e_y(\hat{y})$ are called the error difference functions.

In practice, the error difference functions need to be calculated only for the first point. For the remaining points, a second set of difference equations can be used to calculate their values. These difference equations are analogous to Equations 8 and are derived in the same fashion. They are

$$\Delta e_x(\hat{x} \pm 1) = \Delta e_x(\hat{x}) \pm 2(\alpha - \beta)$$
$$\Delta e_x(\hat{x} \pm 1) = \Delta e_x(\hat{x}) \pm 2(\alpha - \beta)$$

### Octant change detection

A circle consists of eight octants. Within each of these octants, the slope of the tangent to the circle is such that, for a given drawing direction, all but two of the eight points surrounding the current point can be ruled out as appropriate next points. For example, in the first octant, $dx/dy < -1$. Therefore, for a counter-clockwise drawing direction, $y$ increases faster than $x$ decreases at all points within the octant. In this case, if the current point is $(\hat{x}, \hat{y})$, the next point might be either $(\hat{x}, \hat{y} + 1)$ or $(\hat{x} - 1, \hat{y} + 1)$.

Within each octant, to find the next point one of the variables is always incremented (or decremented) while the other is left unchanged or incremented (or decremented) so as to minimize the error. The variable always incremented (or decremented) in a given octant is referred to as the step variable, the other variable as the test variable.

To use this scheme, the algorithm must keep track of which octant it is currently drawing. The error difference functions can provide this information. Note that at a given arc point, the next arc point is located farther along the step-variable axis than it is along the test-variable axis. Therefore, the error difference functions increase less along the step-variable axis than they do along the test-variable axis. Furthermore, it can be shown that the sign of the error at points inside the circle is opposite to that at points outside the circle. Therefore, the signs of the error difference functions provide information regarding the direction in which to change $\hat{x}$ and $\hat{y}$.

The relationships between the error difference functions and the eight octants for arcs drawn in the counterclockwise direction are listed in the table.

### Anchor point approximation

To ensure that the algorithm requires only integer variables, it is necessary to use an integer anchor point. There are two choices. The first is to set $\tau$ equal to 1 in Equations 5. This gives rise to the desired arc, but requires that the algorithm maintain some storage.
 registers with six times more bits than are required to hold the largest of the parameters \( j, k, l, m, n, \) and \( o. \)

The second choice is to use a \( \tau \) greater than 1 and quantize the resulting noninteger anchor point. As shown in the appendix, if

\[
\tau = \max\left(\frac{\max(1C_0, 1C_1)}{2(j-l+1k-m1)}\right)
\]

(9)

in Equations 5 and the resulting values of \( h \) and \( i \) are rounded to the nearest integer, then the rasterized arc will contain the three defining points, even though the corresponding exact arc misses one of the points slightly. The scheme reduces the register bit length requirements of the algorithm by a factor of 2.

**Implementation example**

The following code segments illustrate a possible implementation of the algorithm. For brevity, only the portion of the algorithm associated with the first octant is treated.

Two code segments are shown: the initialization routine and the inner-loop routine. Once the initialization routine has been executed, the inner loop is executed. The inner-loop routine returns when either the arc reaches the ending point or another octant is about to be entered.

```
initialize_arc()
{
    error = 0;
    x = j;
    y = k;
    c0 = (k-m) * SQR(u(n, o)) - (k-o) * SQR(u(l, m));
    cl = (j-l) * SQR(u(n, o)) - (j-n) * SQR(u(l, m));
    tau = (MAX(ABS(cl), ABS(c2)) / (ABS(j-l) + ABS(k-m));
    h = j - c0/tau;
    i = k + cl/tau;
    alpha = SQR(u(n, o));
    beta = SQR(v(n, o)) - SQR(v(j, k));
    diff_err_x = alpha*(1-h-j) - beta;
    diff_err_y = alpha*(1-i+k) - beta;
}

inner_loop()
{
    do
    {
        plot(x, y);
        y++;
        error += diff_err_y;
        diff_err_y += 2*(alpha - beta);
        test_error = error + diff_err_x;
        if (ABS(test_error) < ABS(error))
        {
            x--;
            error = test_error;
            diff_err_x += 2*(alpha - beta);
            if (-diff_err_y > diff_err_x)
            return (OCTANT_CHANGE);
        }
    } while (x != n && y != n);
    return (FINISHED);
}
```

The variables in the code segments are related to the variables in the equations of the previous sections as follows:

\[
c_0 = C_0
\]

\[
c_1 = C_1
\]

\[
alpha = \alpha
\]

\[
beta = \beta
\]

\[
error = (\hat{x}, \hat{y})
\]

\[
test\_error = (x - 1, y + 1)
\]

\[
diff\_err\_x = \Delta x(\hat{x})
\]

\[
diff\_err\_y = \Delta y(\hat{y})
\]

**Performance**

As the code segments show, the algorithm performs very few operations for each arc point it calculates. No floating-point arithmetic is required, and in the inner loop only addition, subtraction, compare, and branch operations are required. The complexity of the inner loop is similar to that of the fastest circle algorithms in the literature.

The algorithm always draws the best rasterized version of an exact arc. If an exact integer anchor point is used (\( \tau = 1 \) in Equations 5), both the rasterized arc and
the corresponding exact arc pass through the three defining points. If the approximated anchor point of Theorem 2 is used, the rasterized arc passes through the three defining points but the corresponding exact arc misses the intermediate point slightly.

All of the variables maintained by the algorithm are bounded functions of the three defining points. Suppose N bits are required to represent the largest of the parameters j, k, l, m, n, and o. If an exact anchor point is chosen using \( \tau = 1 \) in Equations 5, then 6N bit registers are required for the error variables. If the approximated anchor point is used, then 3N + 1 bit registers are required for the error variables.

**Conclusion**

An original algorithm designed specifically for drawing three-point circular arcs has been presented and analyzed. Its complexity is similar to that of previous algorithms but, unlike the previous algorithms, it imposes no minimum curvature limit on the arcs it can draw. The arcs produced by the algorithm always contain the three defining points.

**Appendix**

This appendix verifies Equation 9. The following two lemmas are required to prove the theorem.

**Lemma 1.** The line on which the anchor points for a given circle lie is perpendicular to the tangent of the circle at the starting point.

**Proof.** From Equations 5 the slope of the line on which the anchor points lie is

\[
m = \frac{C_2}{C_0}
\]

To find the slope of the tangent of the circle at the starting point, differentiate Equation 1 with respect to \( x \) and solve for \( dy/dx \). This gives

\[
\frac{dy}{dx} = -\frac{C_0}{C_1}
\]

**Lemma 2.** Let \( C_1 \) be the rasterized arc specified by the three integer points \((j, k), (l, m), \) and \((n, o)\). Choose the anchor point by setting

\[
\tau < \frac{\sqrt{C_0^2 + C_1^2}}{2u(l, m)}
\]

in Equations 5. Let \( C_2 \) be the rasterized arc generated by using the same starting point and curvature factors as \( C_1 \) and an anchor point displaced from the anchor point of \( C_1 \) by less than 0.5. Then \( C_2 \) contains the point \((l, m)\).

**Proof.** From Equations 5 with \( \tau \) as above the distance between the starting point and anchor point is related to \( u(l, m) \) as

\[
\sqrt{(h - j)^2 + (i - k)^2} > 2u(l, m)
\]

Since Equation 1 depends only on the starting point, the anchor point, and the curvature factors, displacing the anchor point causes the arc to rotate about the starting point (see Figure 2).

Since the anchor point is displaced less than 0.5, the angle of rotation is

\[
\theta < \arcsin \left( \frac{0.5}{\sqrt{0.25 + 4u^2(l, m)}} \right)
\]

The same angle of rotation applies to the line joining the starting point and intermediate point. Therefore, the displacement \( d \) of the intermediate point is related to theta by

\[
d < \sqrt{u^2(l, m) + d^2} \sin \theta
\]

---
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Solving for \( d \) gives

\[
d < \frac{1}{4}
\]

It can be shown that for any arc specified by three integer points the incremental algorithm will choose each point that is within \( 1/4 \) of the exact arc. \( \square \)

**Theorem 2.** Let the three defining points \((j, k), (l, m)\) and \((n, o)\) be integer points. Let \((h, i)\) be the quantized (to the nearest integer) version of the point \((h, i)\) obtained using

\[
\tau = \frac{\max(1, C_\alpha), 1, C_\beta)}{2(j - l) + k - m}
\]

in Equations 5. Let \( \hat{\alpha} \) and \( \hat{\beta} \) be the curvature factors obtained by using \((h, i)\) as the anchor point in Equations 6. Then the rasterized arc obtained by using \((\hat{h}, \hat{i})\) as the anchor point and \( \hat{\alpha} \) and \( \hat{\beta} \) as the curvature factors contains the three defining points.

**Proof.** Let \( C \) be the exact arc passing through the three defining points. Let \( C_\alpha \) be the exact arc obtained using \((\hat{h}, \hat{i})\) as the anchor point and \( \hat{\alpha} \) and \( \hat{\beta} \) as the curvature factors. Let \( C_\beta \) be the exact arc obtained using \((\hat{h}, \hat{i})\) as the anchor point and the \( \alpha \) and \( \beta \) associated with \( C \) as the curvature factors (see Figure 3). From Equations 5 and the definition of \( \tau \) in the statement of the theorem, it follows that \((\hat{h}, \hat{i})\) must be at no greater distance than 0.5 from the unquantized anchor point \((h, i)\). Since \( \tau \) satisfies the inequality in Lemma 2, the rasterized version of \( C_\beta \) contains the intermediate point.

From Lemma 1 it follows that the tangents of \( C_\alpha \) and \( C_\beta \) at the starting point must be equal. Therefore, \( C_\alpha \) and \( C_\beta \) touch each other only at the starting point if they are not equal.

From the derivation of Equations 6, it follows that \( C_\alpha \) passes through the starting and ending points. But \( C \) also passes through the starting and ending points. Therefore, \( C \) and \( C_\alpha \) intersect at two points. If they intersect at a third point, they are the same arc and the theorem is proved. Otherwise, all points on \( C_\beta \) must be between \( C \) and \( C_\alpha \) such that the shortest path from any point on \( C \) to \( C_\beta \) must intersect \( C_\alpha \).
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